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Abstract

We introduce some notions of invariant elementary definability which extend the
notions of first-order order-invariant definability, and, more generally, definability
invariant with respect to arbitrary numerical relations. In particular, we study
invariance with respect to expansions which depend not only on (an ordering of)
the universe of a structure, but also on the particular relations which determine the
structure; we call such expansions presentations of a structure. We establish two
locality results in this context. The first is an extension of the original Hanf Locality
Theorem to boolean queries which are invariantly definable over classes of locally
finite structures with respect to elementary, neighborhood-bounded presentations.
The second is a non-uniform version of the Fagin-Stockmeyer-Vardi Hanf Threshold
Locality Theorem to boolean queries which are invariantly definable over classes
of bounded degree structures with respect to elementary, neighborhood-bounded,
local presentations.

1 Introduction

Locality theorems characterize various senses in which properties of a relational struc-
ture that are definable in a particular way depend only on “local information” about the
structure, typically, isomorphism types of finite radius neighborhoods in the Gaifman-
graph of the structure. Such theorems provide simple and perspicuous proofs of descrip-
tive lower bound results, that is, proofs that various combinatorial properties cannot
be defined with specified logical resources (see, Gaifman (1982), Fagin et al. (1995),
Nurmonen (1996), Hella et al. (1999)). They are also central to the proofs of various



preservation theorems over classes of finite structures (see Atserias et al. (2006), Atse-
rias et al. (2008), Dawar (2010)) and of numerous algorithmic metatheorems (see Grohe
and Kreutzer (2011)). In this paper, we explore Hanf locality of boolean queries which
are invariantly definable on classes of (locally) finite structures.

We introduce some notions of invariant elementary definability which extend the
notions of first-order order-invariant definability, and, more generally, definability in-
variant with respect to arbitrary numerical relations; we study invariance with respect
to expansions which depend not only on (an ordering of) the universe of a structure, but
also on the particular relations which determine the structure. We call such expansions
presentations of a structure. Examples of presentations are breadth-first and depth-first
traversals of finite graphs, and local orders of locally finite graphs. We establish two lo-
cality results in this context. The first, Theorem 4.6, is an extension of the original Hanf
Locality Theorem to boolean queries which are invariantly definable over classes of lo-
cally finite structures with respect to elementary, neighborhood-bounded presentations.
The second, Theorem 4.8, is a non-uniform version of the Fagin-Stockmeyer-Vardi Hanf
Threshold Locality Theorem to boolean queries which are invariantly definable over
classes of bounded degree structures with respect to elementary, neighborhood-bounded,
local presentations.

Related Work The study of locality properties of first-order logic began with Hanf
(1965), who proved that relational structures which are fully locally equivalent up to a
countable multiplicity threshold are elementarily equivalent. Gaifman (1982) analyzed
locality of relations definable within a single structure and established local normal
forms for first-order formulas that have application to descriptive lower bounds over
classes of finite structures as well as infinite structures. Fagin et al. (1995) established
a refinement of the locality theorem of Hanf (1965) which shows that for each first-
order sentence 6, there is a locality radius rg, depending only on the quantifier rank
of 0, such that structures locally equivalent up to radius r¢y and up to a countable
multiplicity threshold, are #-equivalent. Moreover, they showed that over structures of
bounded degree d, the multiplicity threshold depends exponentially on d. Grohe and
Schwentick (2000) address the question of locality of queries which are not first-order
definable over finite structures. In particular, they establish Gaifman locality of queries
which are order-invariant first-order definable over finite structures. Hella et al. (1999)
provides an extensive and detailed study of the relations among several notions of lo-
cality and establishes locality results for several extensions of first-order logic, among
them FO4+COUNT. The paper also provides a counterexample to Gaifman locality
of queries definable order-invariantly over finite structures by FO+COUNT-formulas,
and suggests the possibility that such a locality result might hold non-uniformly in the



size of a structure, that is, when the radius of locality is allowed to depend not only
on the quantifier rank of a formula defining the query but also on the cardinality of
the structure over which it is evaluated. Anderson et al. (2012) establishes just such a
non-uniform form of Gaifman locality for queries definable in FO by formulas invariant
with respect to arbitrary numerical predicates over finite structures, that is, predicates
whose interpretation depends only on an arbitrary linear order of the universe; in partic-
ular, they demonstrate Gaifman locality for any query first-order definable invariantly
with respect to arbitrary numerical predicates, where the radius of locality depends
polylogarithmically on the size of the structure over which it is evaluated. Anderson
et al. (2012) also establishes a similar non-uniform form of Hanf locality for queries de-
finable by first-order formulas invariant with respect to arbitrary numerical predicates
over string structures, again with radius of locality depending polylogarithmically on
the size of the structure. The question of such a Hanf locality result for arbitrary finite
structures remains open. In this paper we explore Hanf locality of queries which are
definable over some “tame” classes of structures (locally finite structures and bounded
degree structures) invariantly with respect to certain “tame” presentations (neighbor-
hood bounded and local presentations). We consider presentations of a structure other
than built-in numerical relations, in that they depend (elementarily) on relations of the
structure other than an arbitrary ordering of its universe. In this context, we establish
a Hanf type locality result for invariant definability over locally finite structures, and
a Hanf threshold type result for invariant definability over bounded degree structures.
The latter result is “non-uniform”, in the sense that the radius of locality depends not
only on the defining formulas, but also on the degree of structures over which it is evalu-
ated. Our threshold theorem applies to boolean queries which are invariantly definable
via local-orders over structures with Gaifman graphs of bounded degree; invariant de-
finability via orders and local-orders over “tame” classes of finite graphs, such as graphs
of bounded degree and bounded tree-width, has been studied in Benedikt and Segoufin
(2009) where certain “collapse” results were established.

2 Preliminaries

The next definition formulates some topological notions requisite for describing locality
precisely. We write R, (§,) for the collection of (finite) structures of finite relational
similarity type 7, that is, 7 consists of finitely many relation and constant symbols.

Definition 2.1. Let G be a simple graph, a,b € G and r > 0.

(a) We write 6c(a,b) for the distance between a and b in G.



(b) B.(G,a) ={c e G|dg(a,c) <r}, forr € w. Bo(G,a) =, Br(G,a).

rew

(c) Let A € R;. The Gaifman-graph of A (denoted G ) is the simple graph whose
node set is A and whose edge relation holds between a pair of nodes a,b with a # b
if and only if for some R € T and tuple ¢ € R there are i,j with ¢; = a and
Cj = b.

(d) We say a structure A has degree bounded by d (finite degree) if and only if
for every a € A the degree of a in G4 is at most d (degree of a in G4 is finite).
We write 82 (§2) for the collection of (finite) T-structures with degree bounded by
d € w, and &= for the collection of T-structures of finite degree. We will suppress
the subscript T when it is clear from the context.

(e) Let r € w orr =00, and let a € A.
A”(a) = ((ABr(Ga,a)), a).

The structure A" (a) is called the pointed r-neighbor-hood of a in A. Note that
A>®(a) is the substructure of A induced by the connected component of a in G 4.

AS¥ is also known as the class of locally finite T-structures, because A € 8= if and
only if for every a € A and every r € w, B,.(G4,a) is finite. Note that if A is locally
finite, then for every a € A, Boo(G 4, a) is either finite or countably infinite.

Let t € wU {w}. We say sets X and Y are equipollent up to threshold ¢ (written
X ~¢ Y) if and only if either | X| = |Y]| or | X]|,|Y| > t.

Let 3 C R, and A, B € ®,. We write A =5 B if A and B agree on J, that is,
(AeJ <= B €J), and similarly, A =9 B for (A}=0 <= B = 0), when 0 is a
first-order sentence in signature 7. A = B (A is elementarily equivalent to B) if and
only if A =y B, for all first-order sentences 6.

Definition 2.2. Suppose A, B € R, and R C R;.

(a) Let r € w and t € wU {w}. A is Hanf threshold r,t-equivalent to B (written
A=,y B) if and only if for every pointed T-structure C,

{a€ A|A7(a) 2 C} ~ {be B| B (b) = C},

that is, each isomorphism type of pointed r-neighbor-hood is realized the same
number of times in A and B up to threshold t.



(b) A class of T-structures J is Hanf r, t-local on R if and only if for all A, B € R, if
A =, B, then A =5 B, that is, J is closed under r,t-equivalence with respect to
structures in K.

(c) Letr € w. A is Hanf r-equivalent to B (written A =, B) if and only if A =, ., B.
(Thus, if A and B are countable and Hanf r-equivalent, there is an isomorphism
preserving bijection between their pointed r-neighborhoods.)

(d) A class of T-structures J is Hanf r-local on R if and only if for all A,B € R, if
A ~, B, then A =3 B, that is, J is closed under r-equivalence with respect to
structures in R.

(e) A is Hanf equivalent to B (written A ~ B) if and only if for all T € w, A ~, B,
that is, A and B are fully locally equivalent up to threshold w.

(f) A class of T-structures J is Hanf local on 8 if and only if for all A,B € R, if
A~ B, then A =5 B, that is, J is closed under Hanf equivalence with respect to
structures in K.

3 Hanf Locality

In general, elementary boolean queries are not Hanf local on arbitrary structures. For
example, the simple graphs G and H consisting of a single countable clique and the
disjoint union of two countable cliques are distinguished by a first-order sentence, yet
G =~ H. On the other hand, Hanf (1965) showed that every elementary class, that is, a
class defined by a set of first-order sentences, is Hanf local on the class of locally finite
structures.

Theorem 3.1 (Hanf). For every 7 and A, B € =Y, if A~ B, then A= B.

Note that for finite structures A and B, A ~ B if and only if A = B; thus Hanf
equivalence is not a useful tool for analyzing the expressive power of logical languages
over structures which are actually finite, as opposed to merely locally finite. Fagin et al.
(1995) proved that classes of structures defined by single first-order sentences 6 over §,
are Hanf r-local, for large enough r, depending only on the quantifier rank of 6.

Theorem 3.2 (Fagin, Stockmeyer, & Vardi). For every 7 and for every first-order
sentence 0 with signature T, there is an v € w such that for all A,B € §,, if A ~, B,
then A =y B.



Theorem 3.2 provides a valuable technique for establishing that many well-known
combinatorial properties of finite structures are not first-order definable. Fagin et al.
(1995) derived Theorem 3.2 from the following threshold locality theorem for first-order
logic.

Theorem 3.3 (Fagin, Stockmeyer, & Vardi). For every T and for every first-order
sentence 0 with signature T, there is an r € w such that for all d € w, there is at € w,
such that for all A, B € Si, if A~y B, then A =¢ B.

Here too, the locality radius may be chosen to depend only on the quantifier rank
of 0, whereas the threshold ¢ depends also on the degree bound d on the Gaifman
graphs of the structures. It is easy to verify that the argument of Fagin et al. (1995)
suffices to establish Theorems 3.3 for arbitrary structures of bounded degree, not just
finite structures, that is, for & in place of F¢. Libkin (2004) presents a direct proof
of Theorem 3.2, with generalizations to more powerful logical languages, and much
illuminating discussion of locality and its applications.

4 Hanf Locality of Queries Invariantly Definable over Lo-
cally Finite Structures

In logic, a mathematical object, such as a simple graph, is typically identified with an
abstract relational structure: in the case of a simple graph, this consists of a set of
vertices paired with an irreflexive and symmetric edge relation between them. But this
identification is hardly universal throughout mathematics and computer science. For
example, a graph is often presented as a drawing of nodes in the plane together with arcs
joining them to indicate the edges, or as an adjacency matrix whose axes are labelled
by the vertices in some arbitrary order and whose entries indicate the presence or
absence of an edge. In this section, we will focus attention on the connection between
an abstract structure and such presentations of it. In particular, we will investigate
invariant elementary definability over classes of finite and of locally finite structures
with respect to various such schemes of presentation.

A special case of presentation invariant definability has been studied in the context
of database theory. The “Data Independence Principle” (see Abiteboul et al. (1995))
states that the results of a database query must be independent of (that is, invariant with
respect to) the arbitrary order via which the entries in the database are encoded. The
importance of this condition has given rise to sustained investigation of the properties of
queries that are (linear) order-invariant definable over finite structures in various logical
languages that underly database query languages. Linear orders are a very special kind



of presentation of a structure that involves only the underlying universe of the structure
while ignoring its relational component. Presentations of this general character are often
called “built-in numerical relations,” and locality of queries invariantly definable with
respect to such presentations has been studied intensively in finite model theory (see,
for example, Grohe and Schwentick (2000) and Anderson et al. (2012)). In this section
we will introduce more general schemes of presentation.

Definition 4.1. Let A € R; and R be a relation symbol (of some fized but unspecified
arity).

(a) An R-presentation of A is an expansion of A to a structure A* of similarity type
T U{R}.

(b) An R-presentation scheme P for a class of structures & C R, is a collection of
R-presentations of members of R that contains at least one presentation of each
member of R. We sometimes write A*PA to abbreviate A* € P and A* is an
R-presentation of A.

(¢) An R-presentation scheme P of a collection of structures 8 C R, is an elementary
presentation scheme if and only if there is a first order sentence 6 such that for
every A € R and every R-presentation A* of A,

A*eP — A" 6.

Example 4.2. Let & be the collection of finite simple graphs.

(a) For every G € &, (G,<) € L(&) if and only if < linearly orders the vertices of
G. We call this the linear presentation of finite graphs.

(b) For every G € &, (G, <) € T(®) if and only if < is a traversal of G. (Recall that
< is a traversal of a graph G just in case it is a linear ordering of the vertices of
G with the additional property that the connected components of G occupy disjoint
intervals, and that in each such interval, every node but the first has a preceding
neighbor. It is well-known (see Corneil and Krueger (2008)) that < is a traversal
of a graph G if and only if it satisfies the following first-order condition: for all
a,b,c € G, if a < b < ¢ and Eac, then there is a d € G such that d < b and Edb.)
We call this the traversal presentation of finite graphs.

(c) A ternary relation O on the vertex set of a graph G locally orders G if and only
if for every a € G, the binary relation {(b,c) | Oabc} is a strict linear ordering of
the G-neighbors of a. For every G € &, (G,0) € O(8) if and only if O locally
orders G. We call this the local order presentation of finite graphs.



It is easy to see that all these examples are elementary presentation schemes. More-
over, each of these examples can be extended to collections of finite 7T-structures via
their Gaifman graphs. We next explore the power of presentations to reveal infor-
mation about the structures they present. We characterize this power in terms of
presentation-invariant elementary definability.

Definition 4.3. Let P be an elementary R-presentation scheme for a class of structures
RC R,

(a) A first order sentence 0 in the signature T U{R} is P-invariant over R if and only
for every A € R, (3A*)(A*PA N A* = 0) if and only if
(VA*)(A*PA — A* = 0).

(b) 3 C R is P-invariant elementary on K if and only if there is a first order sentence
0 that is P-invariant on R and for every A € R

Ay <« (BA)(A'PAAA* =0).

It follows from the the Beth Definability Theorem that a boolean query is P-invariant
elementary over the class of arbitrary structures if and only if it is elementary, for any
elementary presentation scheme P. On the other hand, a well-known example due
to Gurevich (first exposed in Exercise 17.27 of Abiteboul et al. (1995)), namely the
collection of finite boolean algebras with an even number of atoms, shows that there
are queries [L-invariant elementary over the collection of finite structures that are not
elementary. Observe that this collection is also Q-invariant elementary. It is easy to see
that connectivity is T-invariant elementary over the the class of finite simple graphs. On
the other hand, Gurevich (1984) shows that connectivity is not L-invariant elementary.

As the example of traversals demonstrates, we will need to consider “tame” classes of
elementary presentations in order to establish locality of invariantly definable boolean
queries. The first tameness condition we introduce, neighborhood boundedness, ex-
cludes presentations which themselves have “global reach”, that is, neighbors of a point
in the (Gaifman graph) of the presentation of a structure cannot be arbitrarily far way
from that point in the (Gaifman graph) of the structure itself.

Definition 4.4. Suppose P is a presentation scheme for the class of all locally finite
T-structures 8=%.

(a) We say P is neighborhood bounded if and only if there is a constant v (called the
neighborhood expansion factor for P) such that for every A € 8=, for every A*
such that A*PA, and for every a € A, B1(Ga+,a) C B,(Ga,a).



(b) We say P is degree bounded if and only if there is a function g : w +— w (called
a degree bound for P) such that for every d, A, A*, if A € ﬁf and A*PA, then

x (d)
A* e 87 h.

Observe that if P is neighborhood bounded with neighborhood expansion factor v
then for every A € R=%, every A* such that A*PA, every a € A, and every r € w,
B, (Gax,a) C B,..(G4,a). Note also, that if P is neighborhood bounded, then for every
A € R=¥ and for every A* such that A*PA, A* € ﬁfﬁ{R}’

Note O, the presentation scheme of locally ordered finite graphs, is neighborhood
bounded (with neighborhood expansion factor v = 2), while L, the presentation scheme
of linearly ordered finite graphs, is not (the Gaifman graph of a linearly ordered set is
a clique). As the results of Grohe and Schwentick (2000) and Anderson et al. (2012)
demonstrate, the failure of a presentation to be neighborhood bounded does not preclude
locality of boolean queries invariantly definable with respect to it.

Remark 4.5. Observe that every neighborhood bounded presentation IP is degree bounded.
In particular, suppose that v is the neighborhood expansion factor of P, and that A € ﬁﬁ
and A*PA. For any point a € A*, the degree of a is just the size of the neighborhood
Bi1(A*,a) — 1. But, this is bounded by the size of the neighborhood B,(A,a) — 1 which
18 bounded by d”.

A crucial tool in the proof of Theorem 4.6 will be the use of the local type of a point,
that is, the collection of formulas with all quantifiers bounded to some r-neighborhood
of the point. Note that for any finite relational signature 7, there is a first-order formula
07(x,y) such that for every 7-structure A and a,b € A, A = 67[a,b] if and only if the
distance between a and b in G4 is at most r. If ¢(zy,...,zx) is a formula, we write
©"(x1,...,x) for the formula which results from ¢(z1,...,zx) by relativizing all its
quantifiers (Qy) to the formula 07 (z1,y) V ...V 0Z(zk,y). We call such a formula an
r-local formula. If @ is a k-tuple of elements of A, the r-local type of @ in A is the set of
formulas ¢" (%) such that A(a) = ¢"(@). Note that for structures A € K=“ and a € A,
the r-local type of a in A is determined by a single r-local formula which characterizes
the finite structure A" (a) up to isomorphism. We write ¢”(a, A)(x) for the r-local type
of a in A. The local type of @ in A is the union of the r-local types of @ in A, for
all 7 € w. We write 0 (a, A) for the local type of a in A. It is easy to see that the
connected component of a point determines its local-type, since any quantifiers in an
r-local formula range only over the connected component; Theorem 4.6 exploits the fact
that the converse holds in locally finite structures.

The next theorem establishes that the original form of Hanf’s Theorem extends to
boolean queries that are first-order invariantly definable with respect to neighborhood



bounded presentations, that is, if two structures are Hanf equivalent for every finite
radius up to countable threshold, then they agree on every such query.

Theorem 4.6. Let P be an elementary neighborhood bounded presentation and J C R,
a P-invariant elementary boolean query on K:%. If A,B € 5% and A ~ B, then

A =3 B.

Proof. To show this, we need to observe that there is a “universal” structure U in the
Hanf-class of A, that is, the class of structures C' with A ~ C. Note that, in a lo-
cally finite structure A, the local type of a point a determines its connected component
(in G4, the Gaifman graph of A). Indeed, for each r € w, 0"(a, A) determines the
isomorphism type of the finite structure A"(a). Thus, if A and B are locally finite,
with 0°°(A4,a) = 0> (b, B), there is a finitely branching tree of isomorphisms from the
neighborhoods A”(a) onto the neighborhoods B"(b), and thence, by the Konig Infinity
Lemma, an isomorphism from the pointed component A*°(a) onto the pointed compo-
nent B (b). Therefore, in particular, if A =~ B and a € A is a point such that, for some
r, A"(a) appears finitely many times in A, then B must contain connected components
isomorphic to the connected component of a with exactly the same multiplicity as they
occur in A.

Consider the connected components of A; we may divide them into two kinds: those
components which appear finitely often, and those which appear infinitely often. We
define the universal structure U to consist of each of the components of A which appears
finitely many times in A (and the same number of each such component as in A) together
with countably many of each component such that every finite-radius neighborhood of
this component appears infinitely often in A. (Note that such a component might not,
itself, appear in A.) Note that U would be the same if we constructed it based on B
instead. Therefore, by the assumption that J is a P-invariant elementary boolean query,
it suffices to show that, given a presentation A*IPA, there is a presentation U*PU so
that A* =~ U*.

We construct U* as follows. First, we simply copy each component of A* to an
identical component of U* (which can be done since there is an embedding of A into U).
Next, consider some component C' of U which has not been assigned a presentation.
It suffices to assign a P-presentation C* to C' such that each r-neighborhood in the
presentation is present infinitely often in A*. Take any point v € C and let v be
the neighborhood expansion factor of P. Note first that for every r, C¥"(u) appears
infinitely often in A, and, since A* is locally finite, there are, up to isomorphism, only
finitely many presentations of C*"(u), so at least one of these presentations appears
infinitely often in A*. It follows at once that we may inductively choose a sequence of
P-presentations C*"(u) such that for every =, C*"(u) € C*""!(u) and C*"(u) occurs,
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up to isomorphism, infinitely often in A*. Finally, we let C* = J,¢,, C*"(u). O

Theorem 4.6 is only of interest in connection with infinite, locally finite structures,
such as arise in some approaches to software and hardware verification via model-
checking; for finite A and B, and “logical” presentations IP, if A =~ B, then A = B, thence
if A*PA and B*PB, then A* = B*. We do not know whether a Hanf locality result with
finite threshold bound holds for boolean queries which are P-invariant elementarily
definable with respect to neighborhood bounded presentations in general. The next
definition introduces a very natural class of local presentation schemes, which allows us
to establish a non-uniform Hanf threshold locality result for boolean queries invariantly
definable both over finite, and over locally finite, structures.

Definition 4.7. Suppose 8 C R, is closed under substructures and P is a presentation
scheme for K. We say P is local if and only if

(a) for all A € R, all A* with A*PA, and all finite B C A, (A*| B)PB, and

(b) for all A € R, all B,C C A, and all finite B*,C*, if BNC = 0 and B*PB and
C*PC, then there is an A* such that A*PA and (A* | B) = B* and (A*[C) = C*.

We call condition (a) of Definition 4.7 localization: if we restrict a presentation of
a structure to a finite substructure, it is a presentation of that substructure. We call
condition (b) of Definition 4.7 disjoint local amalgamation: presentations of disjoint
finite pieces of a structure may be combined in a presentation of the entire structure. It
is easy to verify that both I and O are local. On the other hand, it is clear that T, the
presentation scheme of traversals of finite graphs, has neither localization nor disjoint
local amalgamation. By modifying O to the (elementary) presentation scheme of “local
circular successor” on locally finite graphs, we have an example of a presentation with
disjoint local amalgamation that lacks localization. On the other hand, the (elementary)
presentation “component coloring”, which requires each component to lie within, or
be disjoint from, a given unary predicate, satisfies localization, but violates disjoint
amalgamation. Note that both “local circular successor” and “component coloring” are
neighborhood bounded.

The next result shows that boolean queries invariantly definable with respect to
local, neighborhood-bounded elementary presentations are Hanf threshold local on
bounded degree structures. The result is non-uniform in the sense that the radius
of locality, as well as the multiplicity threshold, depends on the degree of the structures
over which the query is evaluated.

Theorem 4.8. Suppose & C R is closed under substructures and P is a local, neighborhood-
bounded elementary R-presentation scheme for K. If J C R, is a P-invariant elementary
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boolean query on R, then for all d, there are r,t € w such that J is Hanf r,t-threshold
local on &N K.

Note that Theorem 4.8 is non-uniform in the degree bound d, that is, both the
locality radius and the threshold multiplicity depend on d. This is in contrast to the
Threshold Locality Theorem of Fagin et al. (1995) where the locality radius depends
only on the quantifier rank of an elementary boolean query and not on the degree bound
on the Gaifman graphs of a class of structures over which it is evaluated.

The bound on degree enters into the proof of Theorem 4.8 in part via the fact that
the class of structures of degree bounded by d is wide, in the sense of Atserias et al.
(2008).

Definition 4.9. Let R C R, and A € R.

(a) X C A is r-scattered (away from Y C A) if and only if for all a,d’ € X,
A"(a)NA"(a') =0 (and for alla’ €Y, A"(a) N A"(a') =0).

(b) R is p,q-wide if and only if for every r € w, there is a function ¢, : w +— w, called
the p, g-width growth factor for & with respect to r, such that for every A € R,
Xi,...,X, C A, every Z C A with |Z] < q, and m € w, if | X;| > ((m), for
1 <i <p, then there are sets Y; C X; with |Y;| > m, for 1 <i <p, and UlSiSpYi
18 r-scattered away from Z.

The concept of a wide class, as defined in Atserias et al. (2008), corresponds to 1, 0-
wide. This notion was introduced, though not named, in Atserias et al. (2006), where
it was used to establish the homomorphism preservation theorem over classes of finite
structures of bounded degree, which are, in addition, closed under substructures and
disjoint unions. The notion, and its generalizations, almost wide and quasi-wide, were
exploited in Atserias et al. (2008) and Dawar (2010) to establish both homomorphism
preservation theorems and preservation with respect to extensions theorems over several
“tame” classes of finite structures. Important connections between these notions of
width and the theory of sparse graphs are expounded in Nesetril and de Mendez (2012)
where, among other things, it is established that a substructure closed class is wide if
and only if it has bounded degree.

The proof of Theorem 4.8 makes use of the following combinatorial lemma which is
implicit in Atserias et al. (2008).

Lemma 4.10. Suppose K has bounded degree, that is, there is a d such that the maxi-
mum degree of G4 for every A € R is at most d. Then for every n,q, K is n, g-wide.
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Proof of Theorem 4.8. Let £ C &, be closed under substructures; we write £ for ﬁﬂﬁﬁ.
Let P be a local, neighborhood-bounded elementary presentation scheme for K, with
neighborhood expansion factor v, and J C R, be a P-invariant elementary boolean

query on K. By Remark 4.5, we may also suppose that P is degree bounded with degree
bound d”.

By Definition 4.3, we may fix 6 to be a first-order sentence P-invariant on K such
that for every A € R

A€y <= (3A)(A'PAAA* =90).

We need to show that for all d € w, there are r,t € w such that for all A, B € 8¢,
if A~,; B, then A =5 B. Fix d, and let d* = d”. By Theorem 3.3, we may choose
rg € w and tg- € w, such that for all A*, B* € 8% 5, if A* Rorgtge B, then A* =9 B*.
(Indeed, as we’ve emphasized above, 1y depends only on (the quantifier rank) of 6, and
not on the degree bound d*, but this observation does not translate to uniformity of
our result.)

Suppose that for every r,t € w, there are structures A,;, B,; € &% such that
Ary =pt By, but A,y € J and B,; ¢ J; we derive a contradiction from this hy-
pothesis, by showing that for large enough 7* and t*, if A, 4+ /2y« 4« By« 4=, then there
are presentations A,’f*’t*IP’AT*yt* and By, ;«PB;~ 4+ such that A;f*’t* Rirg,tge Bpe -

Let s = v-rg. Let t1,...,1, be a list of all the isomorphism types of pointed s-

neighborhoods that occur in any A, ; (equivalently, B,;). For each 1 < j < k, let Afnjt be
the set of a € A, ; such that A, *(a) is of isomorphism type ¢; and in like manner define

Bi7t. It is easy to construct sequences A, = A, +, and B, = B, ;. withr, < 7,41 and
tn < tpy1, for all n € w with the following property:

(1). there is a partition of {1,...,k} into a pair of sets U and V such that

a) for every j € U there is an m; < t1 such that for alln > 1, A% =m; = B,jl and
J J

(b) for all j € V and for alln > 1, |AL|,|Bi| > n.

We call the isomorphism type ¢; rare, if it falls under (1)(a), and in this case, we
also call points in Al and B, rare; we call the isomorphism type ¢; common, if it falls
under (1)(b), and in this case, we also call points in A}, and B) common. First, we
choose ' large enough so that at most a fixed number ¢4 of disjoint 7’-neighborhoods
suffices to cover all rare points in A, and B, for all n. It is easy to see that any ' >
25" jeu My suffices to guarantee this. Moreover, recalling that for all n, A,, ~,, +, By

if ry > 1’ and t,y > trare, the disjoint r’-neighborhoods A" (an1)s- -, Anrr/(an/tA) and
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anrl(anll), .. .,Bn/T/(an/tB), may be chosen so that t4 = tp, and for every 1 < < {4,
A" (i) = By" (bys). It follows immediately, by the fact that P is a local presentation
scheme, that there are for each such n/, presentations A*,PA,, and B},PB,  such that
for every 1 <i <ty, (AF, P A (i) = (B | B (bpri)). We let r* = 2 - > jeu My
and ¢* be the maximum size of an r*-neighborhood in a graph of degree d. Then
q = q" - trare is the maximum size of a cover of the s-neighborhoods generated by U by
a system of disjoint r*-neighborhoods. For all large enough n, we select a,, C A,, and

Brn C B, to be such covers. We now turn to deal with common points.

First, observe that for all j € V, there are finitely many, say j*, isomorphism types
L1, - ., Ljj* such that every presentation of an s-neighborhood of isomorphism type ¢; is
of type ¢ji, for some 1 <74 < j*. Let jm* = max{j* | j € V}. Let m = g+tg4--jm*. We
are now ready to apply Lemma 4.10. First, let p = |V| and (s be the p, g¢-width growth
factor for {G¢ | C' € R4} with respect to s. It follows, that if |AL|, |B4| > Cs(m), then
there are systems of points YnA = {aj; € Al jeVand 1 <i <tg-j*} s-scattered
away from from o, and Y, = {b;; € Bl|jeVand1<i<tyg-j*} sscattered away
from from f3,. Now choose n > (s(m), so that for every j € V, |AL], |Bi| > ¢s(m) and
thus YA is s-scattered away from from a,, and Y, is s-scattered away from from f,.
We may now conclude, using disjoint local amalgamation for P that there are A*PA,
and B*PB,, such that multiplicity of isomorphism types of presentations of each rare
type in A* and B* are identical, and are all covered by «;, and (3, respectively, and
the multiplicity of isomorphism types of presentations of each common type in both
A* and B* exceeds the threshold ¢4.. Thus, A* ~,,;,. B*, which contradicts our
hypothesis. O

The following theorem establishes non-uniform Hanf threshold locality for boolean
queries invariantly first-order definable over bounded degree finite structures (as op-
posed to a arbitrary bounded degree structures) with respect to local, neighborhood-
bounded elementary presentation schemes. We omit its proof, since it is virtually iden-
tical to the proof of Theorem 4.8.

Theorem 4.11. Suppose 8 C §, is closed under substructures and P is a local,
neighborhood-bounded elementary R-presentation scheme for K. If J C §, is a P-
wvariant elementary boolean query on R, then for all d, there are r,t € w such that J
is Hanf 7, t-threshold local on 8N F2.
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5 Conclusion

In this paper we establish three Hanf locality results for invariantly definable boolean
queries, Theorems 4.6, 4.8, and 4.11. These results suggest interesting avenues for
further investigation. We list a few below.

(a) Does Theorem 4.8 (and 4.11) hold uniformly with respect to degree? We conjec-
ture that the answer is no, that is, for some substructure closed class 8 C R.(§,)
and some P local, neighborhood-bounded elementary presentation scheme for &,
there is a P-invariant elementary boolean query J on R such that then for all r,
there is a d, such that for all ¢, there are A, B € £2(§%) such that A ~,t B, but
A #5 B.

(b) Can Theorem 4.11 be extended to other “tame” classes of structures, such as
structures with Gaifman graphs of bounded tree-width. We are optimistic, insofar
as application of generalizations of the notion of wide class, as deployed in the
proof of Theorem 4.11, have been successfully applied to lift other model-theoretic
results about degree-bounded structures to very general tame classes of finite
structures (see Atserias et al. (2006, 2008); Dawar (2010)).

(¢) In connection with Theorem 4.6, it would be nice to have further examples of non-
elementary queries that are elementarily invariantly definable via neighborhood
bounded presentations over locally finite structures.
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