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Tutorial outline 
u Core sentiment analysis (SA) methods 

l  Simple: using lexica (dictionaries) 
l  Aspect-based: using information extraction 

u Machine learning for SA 
l  Unsupervised: open language SA 
l  Supervised: regression and deep learning 

u SA extensions 
l  Post, person and community 
l  Multi-media 

 
2 



Lyle H Ungar, University of Pennsylvania 

SA Goals and methods 
u Prediction vs. Insight 

l  Most SA is for insight 
n  Not “how well did people like this product?” 
n  But “what did they like or dislike about it?” 

u Closed vs. Open vocabulary 
l  Closed: lexica selected a priori 
l  Open: look to see what words correlate 
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Outline 
u Unsupervised learning: Open language SA 

l  Differential language analysis 
l  LDA 
l  Visualization 

u Supervised learning 
l  Regression and regularization 

n  Semi-supervised learning 
l  Deep learning 

n  CNN, GRNN, LSTM 
n  SA deep learning example: Socher                 
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SA for hospitals from Yelp 
u US hospitals are rated by formal surveys 

(HCAHPS) and on Yelp 
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Yelp Reviews Of Hospital Care Can Supplement 
And Inform Traditional Surveys Of The Patient 
Experience Of Care 
Health Aff April 2016 35:4697-705; 
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Differential Language Analysis 
u To get insight into what drives the difference in 

sentiment, compare the words in 1 and 5 star reviews 
l  Find the words most correlated with high/low reviews 

n  Sometimes controlling for demographics …. 
l  Display words based on correlation (size) and frequency 

(color) 
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Yelp - positive 
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Yelp - negative 
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Yelp finds ‘missing’ topics 
u US hospitals are rated 

l  By formal surveys  
l  On Yelp  
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LDA topics 
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SA for hospitals from Yelp 
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Latent Dirichlet Allocation 
(LDA) 

 D. Blei, A. Ng, and M. Jordan. Journal of Machine Learning Research, 3:993-1022, January 2003.  
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“Bag of Words” Models 
u Assume that all the words within a document 

are exchangeable. 
l  The order of the words doesn’t matter, just the count 
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Mixture of Unigrams = Naïve Bayes  

Mixture of Unigrams = Naïve Bayes 
Model: For each document: 
p  Choose a topic zd with p(topici) = θ 
p  Choose N words wn by drawing each one independently from a multinomial 

conditioned on zd with p(wn=wordj|topici=z) = βz 
p  Multinomial: take a (non-uniform prior) dice with a word on each side; roll the 

dice N times and count how often each word comes up 
In NB, we have exactly one topic per document 

Zi 

w4i w3i w2i wi1 

z 

w 

Plate  Model 
(equivalent) 

N 
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LDA: Each doc is a mixture of topics 
u LDA lets each document be a (different) mixture of 

topics 
l  Naïve Bayes assumes each document is on a single topic 
l  LDA lets each word be on a different topic 
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•  For each document, 
•  Choose a multinomial distribution θd over topics for that document 
•  For each of the N words wn in the document 

— Choose a topic zn with p(topic) = θd 
— Choose a word wn from a multinomial conditioned on zn  with 

p(w=wj|topic=zn) 
— Note: each topic has a different probability of generating each 

word 
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Dirichlet Distributions 
u  In the LDA model, we want the topic mixture proportions for each 

document to be drawn from some distribution. 
l  distribution = “probability distribution”, so it sums to one 

u  So, we want to put a prior distribution on multinomials.  That is, k-
tuples of non-negative numbers that sum to one. 
l  We want probabilities of probabilities 
l  These multinomials lie in a (k-1)-simplex 

n  Simplex = generalization of a triangle to (k-1) dimensions. 
u  Our prior: 

l  Needs to be defined for a (k-1)-simplex. 
l  Conjugate to the multinomial 
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3 Dirichlet Examples (over 3 topics) 

Corners: only one topic 
Center: uniform mixture of topics 
Colors indicate probability of seeing the topic distribution 
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Dirichlet Distribution 

u Dirichlet distribution  
l  is defined over a (k-1)-simplex.  I.e., it takes k non-negative 

arguments which sum to one.  
l  is the conjugate prior to the multinomial distribution.   

n  I.e. if our likelihood is multinomial with a Dirichlet prior, then the posterior is 
also Dirichlet 

l  The Dirichlet parameter αi can be thought of as the prior count of 
the ith class. 

u For LDA, we often use a “symmetric Dirichlet” where 
all the α are equal;  
l  α is then a “concentration parameter”        18 
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Effect of α  
u When α < 1.0, the majority of the probability mass 

is in the "corners" of the simplex, generating mostly 
documents that have a small number of topics.  

u When α >  1.0, the most documents contain most 
of the topics. 
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The LDA Model 

θ

z4 z3 z2 z1 

w4 w3 w2 w1 

α

 β

θ

z4 z3 z2 z1 

w4 w3 w2 w1 

θ

z4 z3 z2 z1 

w4 w3 w2 w1 

u  For each document 
l  Choose the topic distribution θ ~ Dirichlet(α) 
l  For each of the N words wn: 

n  Choose a topic z ~ Multinomial(θ) 
n  Then choose a word wn ~ Multinomial(βz) 

w Where each topic has a different parameter vector β for the words 
       20 



Lyle H Ungar, University of Pennsylvania 

The LDA Model: “Plate representation” 

u For each of M documents 
l  Choose the topic distribution θ ~ Dirichlet(α) 
l  For each of the N words wn: 

n  Choose a topic z ~ Multinomial(θ) 
n  Choose a word wn ~ Multinomial(βz) 
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Parameter Estimation 
Given a corpus of documents, find the parameters α and β which 
maximize the likelihood of the observed data (words in 
documents), marginalizing over the hidden variables θ, z 
u  E-step:  

l  Compute p(θ,z|w,α,β), the posterior of the hidden variables 
(θ,z) given a document w, and hyper-parameters α and β.   

u  M-step 
l  Estimate parameters α and β given the current hidden 

variable distribution estimates 

u  Unfortunately, the E-step cannot be solved in a closed form 
l  So people use a “variational” approximation        22 

θ: topic distribution for the document, 
z: topic for each word in the document 
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Variational Inference 

• In variational inference, we consider a simplified graphical 
model with variational parameters γ, φ and minimize the KL 
Divergence between the variational and posterior distributions. 

•  q approximates p 
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Parameter Estimation: Variational EM 
u  Given a corpus of documents, find the parameters α and β 

which maximize the likelihood of the observed data. 
 
u  E-step:  

l  Estimate the variational parameters γ and φ in q(γ,φ;α,β) by 
minimizing the KL-divergence to p (with α and β fixed) 

u  M-step 
l  Maximize (over α and β) the lower bound on the log 

likelihood obtained using q in place of p (with γ and φ fixed) 
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LDA requires fewer topics than NB 
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perplexity = 2H(p) 

per word 
 
I.e., 
log2(perplexity) = 
entropy 
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There are many LDA extensions 
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The author-topic model 

z =  topic x =  author 
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Ailment Topic Aspect Model 

Observed  
   word w 
   aspect y = symptom, treatment or other 
Hidden  
   topic type: background? (l), non-ailment (x) 
   topic distribution Paul & Dredze 
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LDA generation - example 
u  Topics = {sports, politics} 
u  Words = {football, baseball, TV, win, president} 
u  α = (0.8,0.2) 
u  β =  
                          sports    politics 
football               0.3      0.01 
baseball              0.25    0.01 
TV                        0.1      0.15 
win                      0.3      0.25 
president            0.01    0.2 
OOV                    0.04    0.38 
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LDA generation - example 
u  For each document, d 

l  Pick a topic distribution, θd using α  
l  For each word in the document 

n  pick a topic, z 
n  given that topic, pick a word using β 

u  α = (0.8,0.2) 
u  β =                 sports    politics 
football               0.3      0.01 
baseball              0.25    0.01 
TV                        0.1      0.15 
win                      0.3      0.25 
president            0.01    0.2 
OOV                    0.04    0.38 
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LDA in practice 
u Be careful what your unit of analysis is 

l  Obvious: use each review as a document 
n  Reviews are mostly Zipfian 

w Most book reviews are about Harry Potter 
n  So most of the topics end up capturing product features 

w  Harry, Voldemort, Hermione, … 
l  Often better: group reviews for each product (book, 

hospital, ..)  
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LDA in practice 
u Use a good package 

l  Mallet or Factorie 
u  (Usually) build topics for the whole corpus 

l  And observe how topic frequencies differ for different 
products or sentiments 

u Pick an appropriate number of topics 
l  2,000 for all of Facebook or Twitter 
l  200 for a specialized domain like hospital reviews 
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50 Facebook topics 
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Yields 2 happy topics 
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500 Facebook topics 
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Yields 8 happy topics 
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2000 Facebook topics 
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Yields 20 happy topics 
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50 Facebook topics 
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Yields 1 play topic 
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500 Facebook topics 
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Yields 5 play topics 
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2000 Facebook topics 
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Yields 25 play topics 
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Find how topics correlate with … 
u Positive/negative sentiment 

l  For different product categories 
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Yelp hospital reviews again 
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LDA topics can be used for semi-
supervised learning 
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Unsupervised learning 
u Differential language analysis 

l  Using words 
l  Using topics 

u LDA 
l  Each document is a mixture over topics 
l  Each topic looks like a Naïve Bayes model 

n  It produces words with some probability 
l  Estimation of LDA is messy 

n  Requires variational EM or Gibbs sampling 
l  Lots of extensions and variations 
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Supervised Learning 
for SA 

Lyle Ungar 
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Key methods 
u Linear and logistic regression 

l  Requires regularization 
u Deep Learning 

l  Static – convolutional neural nets 
l  Dynamic – GRNNs and LSTMs 
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Regression for sentiment analysis 
u Given a set of observations with labels, y 

l  Observations 
n  Sentences or reviews labeled with a sentiment score 

u Generate features, x, for each observation 
l  E.g. presence or count of a ‘word’ 

u Learn a regression model to predict y 
l  y = f(x) = w0  + w1 x1 + w2 x2  + w3 x3 + w4 x4 … 
l  Most of the wj are zero. 
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Overfitting and Regularization 
u With 10,000 labeled tweets and a vocabulary of 

40,000 words, you can predict sentiment really 
well  
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Regularization approaches 
u Use PCA or LDA to to dimensionality reduction 

l  40,000 words -> 200 topics or factors 
n  Often semi-supervised 

u Do feature selection  
l  Zero out some words 

u Use Ridge or Lasso or other penalty to “shrink” 
weights 
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A word on words 
“I’m sick of dos movies! :(” 
u How many words? 

l  5? 6? 7? More? 
u  I’m    sick_of   dos    movies   ! :(   
u Remove punctuation and stopwords? 
u Normalize spelling? 

l  Depends on the application 
n  often yes for product names 
n  No for other words 
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To find multi-word expressions 
u Use Pointwise mutual information 
 

 p(w1,w2) / p(w1)p(w2) 
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Transform word counts 
u Linear regression assumes linearity (duh!) 

l  y = f(x) = w0  + w1 x1 + w2 x2  + w3 x3 + w4 x4 … 
l  But seeing a word 10 vs. 11 times is not the same as 

seeing it never vs. once. 
u So transform word counts 

l  Easy: square root of count 
l  Often better: Anscombe transformation 

u Then normalize for document length to get word 
frequency 
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Now we’re ready for regression 
u Linear regression if y is real-valued 

l  But may require transformation 
u Logistic regression if y is binary 
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Feature selection for regression 
u Goal: minimize error on a test set 
u Approximation: minimize a penalized training set error 

l  Argminw (Err + λ |w|pp) where Err = Σi (yi- Σj wjxij)2 = ||y – wTx||2 
l  Different norms 

n  p = 2  –  “ridge regression”  
w Makes all the w’s a little smaller 

n  p = 1 – “LASSO” or “LARS” (least angle regression) 
w  drives some w’s to zero; makes all smaller 

n  p = 0 – “stepwise regression” – the number of features 
w  Zeros some w’s; leaves rest untouched 

u How to pick λ? 
Artificial Intelligence 
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Note the confusion in the names 
of the of optimization method with 
the objective function 
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Solving with regularization penalties 
Argminw   |y - w.x|22 + λ |w|pp 

u p = 2 (Ridge) 
l  Closed form: (X’X + λ I)-1 X’y             

u p = 1  (Lasso) 
l  Convex optimization            

u p = 0 (Stepwise regression) 
l  Search  

Copyright © Andrew W. Moore 

“Elastic net” combines Ridge and Lasso 
    widely used 
    convex  
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Regularization Summary 
u Penalized error approximates test error 

u  L2, L1, L0 penalties 
n  Convex and non-convex 

l  Use tests set/cross validation to evaluate methods 
u PCA gives roughly similar results to Ridge (L2) 
u Highest accuracy from hybrid methods 

l  But requires careful regularization 
 
If you have many more features than observations 
you need to zero out some of the features 
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