


The Science of

Fair ML

-



Things That can Go wrong--
•Distribution of x
differs between groups

• Some group underrepresented

in data S

• Features in × are

less predictive for some
group

•Some group is just
harder to predict

•The y 's are
biased

in the first place



Fairness in ML
=

•Typically a property
of a model

(Mhaego output)

• Exceptions : online

decision -making ,

RL , bandit settings

• Multiple types
of

fairness definitions



Types of Model Fairness#
• Group fairness

(most common)

• Individual fairness
• Interpolations between

the two

• Others (causal,
fair

representations,. . .)



Group Fairness NotionsI
start by identifying ..

• groups or
attributes

we wish to
"protect

"

Ie.g. race ,gender
)

• what constitutes
harm

(e.g .

error , ful
se

postneg)
-_
Choices are subjective

¢ domain -specific



Then seek to equalize
rates of ha -m

across groups .
=

Example :
I

• domain : consumer lending
•groups

:male 4 female

•
harm : Pulse repeatson

( negs>

Want to find model
hlx) sit .

FNth,male)xFNlh,
female)

T

nu allows for optimization
of overall error



Confusion Matrices
=

FNCh,male)
E

PT,
h 1×7=-11x male sty --HI

#

y :
+ I - I

nn÷iI¥, Fat
Group 2

¥ a¥.



NOLI. We can achieve
= FN rates by
randomization .

=

f-individual x, predict
§=t with prob . p

If y = - , can
't be a FN

If y
-
- t , I= - up . I-p

e
: FNLp,*)= I -p



If we are given a model

h Ix) d ha-e access
to

group
membership ,

easy
to audit hlx )

for fairness .

=

How can we learn
a

farm model
hlx) ?

Why won't
standand

ML a egos
work?



A Post- processing Approach
( "bolt on ")
I

•
start with non-

Fair has ,

want to un MIF error rates

• build a probabilistic
classifier on top of h Ix) :

him :
'Ii:*

-

Ik)
(closed under mixtures)



p- of -_ I ,r=s=o :
E- h
,
eth ) -- edh )

-p=q=r=s=Yz :
perfectly

{th) -- Ya fair
=

p=r=4z , q=s=l :
error on men

-_ 1/2

error on
women = Same

as h

etc .



Equalizing Enron Rates-
•Let group error rates

be Em, EF

• Suppose 1/22 EFZ Em

• Pick q
-
- 1,5-0⇒ If -_ EE

• Pick r -- I-p, agree with
h with prob p pointwise

• In=p Emt (l-p)(I
- Em)

=p Emt I
- Em -p tp Em

=2p Em -p t I - Em

=p12
Em-D + I - Em



Now solve fo-p :

=p12Em-1) + I- Em = EF
-
- EE

p12cm
-D= Eet Em- I

p= Eet
Em- I
-

2 Em - I

sanity cheeks:I
• Em,EF E Yz⇒

num etdenom E O

⇒ pao
• Em-- EF ⇒ p = Io = I, r-- O

• Ep
-
- 1/2=7 p=

'1st Em- I
=
Em -Yz
--

2cm- I 2Em- I

=Em
2CEm-

'la)
= Yz

,

A- Yz



Feasible Region ¢
Pareto Frontier
#

wel
ie- ••-
{ I "sibee%
w n -
' I Region
,

* ÷÷÷
.them

→
E EE

d Ept Ll -a) Em I→
← Ee



Finding the Frontier
-

wel
I- oooo/

z
w ) beet

w a /
' I Region
,

.:÷⇒.÷=
1A i i

allowed¥÷-¥unfairness E qe
I→

smallest possible I
given t



Algorithm
=

• Problem of finding
I

than minimizes elk)

subject to

y
-axis E Z

is a linear program
in poof, n, s .

I

(framework 4 result
due to Hardt, Price ,

Sre bro .)



Recap
=

• Introduce randomized

[=Lp, of ,r,s>
"
on top

" of h

• Allows different tradeoffs

between I Lenon)
and

If - Em (unfairness)

• Optimal tradeoffs

given by Pareto
Frontier

• Fast algorithm
• Generalizes to FPIFM

rates, more groups



Any drawbacks ?



What More could we want?
I

• Suppose original
h

came from H

• HEH chosen to have

small error

• But H might contain

better error- unfairness.

tradeoffs than

Pareto Frontier of
Tr



The H Frontier
-

int

•o•µr l ' I
w tf a Feasible
,

I / re Region
,

"

÷E*.÷.¥E¥÷±⇐¥
E J EF

H frontier I -0
[ frontier



Challenges
=

• It may not be closed
under mixtures

• Model space for
I

was just Lp,q,r, s>, had

fast Pareto algo

• In general, even finding
low -error heH is

"hand "

even absent fairness

• But ML does havegood

non- fair heuristics . . .



"

Oracle
"/Reduction Approach
-
• Assume we have a

subroutine ("oracle
") L

for (approx .) minimizing

{ (h ) in H (non
-fair)

• Assume L handles

reweightings of data

• Use repeated calls to

L to find H- frontier



The Set-up
=

• L outputs HEH,but we

will output mixtures on

distributions ACH)
(needs to be sparse)

• Want to solve :

minimize ECh) for
heACH)

subject to :

I Ef Ch) - Emch>I ↳ 2

"

.

r



Game Theory Framework
I

•Algo structured as a
two-player,
zero-sum,

repeated game
• Learner plays some
heALH) at each round

• Regulator plays a
distribution on data :

weight T on F,
I- T on M



Payoffs
=

• Payoff to Learner :
- [Eth) t (overall error)

Max(O, Keech)
- ill-E)Emch) I-2)I

(fairness violation)

• Payoff to Regulator :
+ [same]

• Important/deep fact :
Nash equilibrium

ofgame

= solution (Nh)) to

optimization problem



Algorithm (sketch)I
• Reg . starts by letting
if = wt. of F in

S

• Lrn. starts by calling
L on S -0 h,

• For t-- 1,2, - . .T- l :

- Reg. updates wts . to

improve pay
off on

It(h ,that - . -tht)
- Lrn. calls L on S &

current wts -0 htt ,
Final
output

: h =Tt(h,that . . . tht)



"Theorem
"

: If L outputs
e-

(near) optimal ht at
each round

,
then after

T rounds , h is
within

- Ypf of opt . soen to :

minimize Eth) for h EACH)

subject to

Iqplh) - Emch> IET



• So we have reasonably

general (practical
argos for training

group
fair models

• What about individual

fairness guarantees ?

• Q : why not let each
=
x be its own

"

group
"?

•A : E.g. to equalize errors,
I

only rates are
0 (perfect), I (opposite)
on 1/2 (random)



Better :Metric Fairness
-
-

• Posit a distance metric

dlx,x') between individuals

• Learn a real-valued

model hcx)

• Fairness constraint :

for every x.X
'
:

Ihlx)-hlx'S lead. (x,xD
Iconstant

•

"

Similar individuals

treated similarly "



Challenges
=

• Where/from whom
do we get dcx,xD ?

• Pushes the problem
elsewhere ?

• dlx,X
') closed form?

• Thresholding hlx)

may lose
fairness

• No practical algos
*



Interpolating
between group
& individual

fairness
=



Rich Subgroup Fairness
-_

•Suppose we enforce

group
fairness by race,

gender, age, disability,
Income . - -

•Might still discriminate

disabled Hispanic women
over 55 making E $4OK

•

"Fairness gerrymandering
"

• Let 's enforce group
fairness for all combos

*

of protected features



Game Theory I
=

• Learner still chooses

(mixture) model h

• Regulator now finds
combos on which he

is unfair - itself

a learning problem !
•Both players use
heuristic lonacle L

•Same kind of theorem-

get - I# of optimal,
on
*significant subgroups



Average Individual Fairness
#

• Suppose we make many
decisions about ×
over time

• E.g.product recs,ads. . .
• Let Exch) be error

rate across Oteciscons

for individual x

• Ask that all Exch)

approx . equal
• Game Theory III: Regulator
now picks x sit . Exch)
is largest





(subjective)Fairness Elicitation
#

• What if fairness is

complex and
subjective ?

• Elicitation :

&X ' should receive
same outcome

"

-

"

x should receive at least

as good an outcome as x '
"

• Game Theory II: Regulator
enforces elicited

constraints







Other Strengthening s
-
-

• Minimax group fairness

- Make worst group

error as
small as

possible
- If Eid Eid --- Ek minimax

Ei = E's = - .
-
- Eia equalized

then Eike,
'

. . .. . Ek 's Eia

• Lexicographic
group fairness



Fair (supervised) ML :Recap
#

• Group fairness notions
• Bolt-onIpost-processing

• Pareto frontiers)tradeoffs

• In -processing : reduction
to non-fair;game theory

• Individual fairness

• Group→ Individual



Other Settings
=

• Fair R'Llcontrol

• Fair representations

• Causal approaches
• Fair clustering
• Fair rankings
• Fair labelings

:



The Real world
-

•Open -ended AI services

• Unknown downstream uses

• Data curation/collection

• External/"activist"audits
00

:




