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letter from the acm president

We are all members of the Association for  
Computing Machinery. Sounds sort of 
electromechanical doesn’t it? Given today’s 
computing technology, it is probably a good 

thing we are mostly known as ACM! 
There was a time when the physical ar-
tifact—the computer—really was the 
focus of attention. These behemoths 
occupied rooms full of equipment. 
Now, in fairness, if you have ever visit-
ed a cloud computing data center, the 
dominant impression is still a (vast) 
room full of machinery. But we carry 
huge quantities of computing power in 
our pockets and purses too. Computing 
is a remarkable artifact and its origins 
centered on the ability to make a piece 
of equipment calculate under program-
mable control. Alan Turing, whose 
100th birthday we celebrated this year, 
drew dramatic attention to the artifici-
ality of these systems with what we now 
call the Universal Turing Machine. This 
conceptual artifact emphasizes the arti-
ficial nature of computation. 

In the physical world, science is large-
ly about models, measurement, predic-
tions, and validation. Our ability to pre-
dict likely outcomes based on models 
is fundamental to the most central no-
tions of the scientific method. The term 
“computer science” raises expectations, 
at least to my mind, of an ability to de-
fine models and to make predictions 
about the behavior of computers and 
computing systems. I think we have a 
fairly good capability to measure and 
predict the physical performance of our 
computing devices. We can measure 
clock speeds, latencies, memory sizes, 
and computational capacity against 
standard computing tasks. In my view, 
however, we are much less able to make 

models and predictions about the be-
havior and performance of the artifact 
we label “software.” An almost flippant 
analogy is the difference between mea-
suring, modeling, and predicting neu-
ral brain functions and trying to do the 
same for “thought.” 

That software is an artifact seems 
obvious. Moreover, it is a strikingly 
complex artifact filled with layer upon 
layer of components that exhibit de-
pendencies and complex and often 
unpredicted (not to say unpredictable) 
behaviors. Even though we design soft-
ware systems and ought to have some 
clues about how these systems behave 
and perform, we generally do not have 
a reliable ability to anticipate the states 
these systems can get into, their vulner-
abilities, their performance, and ability 
to adapt to changing conditions. 

When we write a piece of software, 
do we have the ability to predict how 
many mistakes we have made (that is, 
bugs)? Do we know how long it will take 
to find and fix them? Do we know how 
many new bugs our fixes will create? 
Can we say anything concrete about 
vulnerability? What about the probabil-
ity of exploitation? Murphy’s Law sug-
gests that if there is a bug that can be 
exploited for nefarious purposes, it will 
be. ACM Turing Award recipient Fred 
Brooks’ wonderful book, The Mythical 
Man-Month1 captures some of the weak-
ness of our understanding of the nature 
of software. A complementary look at 
this topic is found in ACM Turing re-
cipient Herbert A. Simon’s The Sciences 

of the Artificial.2 Chapter 8 deals with 
hierarchy and complexity, touching on 
the way in which we try to bound com-
plexity through modular and hierarchi-
cal structures but are still challenged 
by the emergent behaviors masked, in 
some ways, by the beguiling apparent 
simplicity of the hierarchy. 

The richness of our field has only 
grown in the 65 years of our existence as 
an organization. Computers, comput-
ing, software, and systems are seem-
ingly omnipresent. We are growing in-
creasingly dependent upon what must 
be billions of lines of code. Some un-
known wag once quipped that the only 
reason all the computers in the world 
have not failed at once is that they are 
not yet all on the Internet. But that may 
be coming (not the collapse, I hope, 
but the interconnection of a vast num-
ber of programmable devices through 
the Internet or its successor(s)). 

As a group of professionals devoted 
to the evolution, understanding, and 
application of software and hardware 
to the myriad problems, opportuni-
ties, and activities of modern society, 
we have a responsibility to pursue the 
science in computer science. We must 
develop better tools and much deeper 
understanding of the systems we in-
vent and a far greater ability to make 
predictions about the behavior of these 
complex, connected, and interacting 
systems. I consider membership in the 
ACM a mark of recognition of that re-
sponsibility. I hope you share that view 
and will encourage others in our profes-
sion to join ACM in the quest for the sci-
ence in our discipline. 	

References
1.	B rooks, F.P. The Mythical Man-Month, Anniversary 

edition, 1995. Addison-Wesley, Reading, PA, ISBN 
0-201-83595-9. 

2.	S imon, H.A. The Sciences of the Artificial, 3rd edition, 
1996. MIT Press, Cambridge, MA, ISBN 0-262-19374-4.

Vinton G. Cerf is Vice President and Chief Internet 
Evangelist at Google Inc. and the president of ACM.
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letters to the editor

C
iting conferences sponsored 
by the World Scientific and 
Engineering Academy and 
Society, Moshe Y. Vardi’s 
Editor’s Letter “Predatory 

Scholarly Publishing” (July 2012) re-
minded me of my own participation 
in the WSEAS flagship summer con-
ference (the International Confer-
ence on Circuits, Systems, Communi-
cations and Computers) several years 
ago, contributing papers, tutorials, 
and even a plenary lecture, as an ad 
hoc replacement for a missing speak-
er. I recall WSEAS adopting a new 
policy saying papers would not be ac-
cepted for publication unless they in-
cluded at least two references point-
ing to previous WSEAS proceedings 
or transactions. At first, I thought 
it odd that a scientific association 
would mandate self-citation to de-
liberately and artificially increase its 
citation impact but imagined it was 
simply common practice among con-
ference organizers. 

Visiting the Scholarly Open Ac-
cess Web site (http://scholarlyoa.com) 
Vardi recommended, I realized that 
such a policy should indeed be viewed 
as harmful to an academic publisher’s 
credibility and reputation. I would 
therefore like to thank Vardi for point-
ing out such publisher behavior con-
trary to the interests of all scholarly 
publishing. It is particularly important 
for those of us whose conference travel 
is not sponsored by governments and 
other institutions. 

Miroslav Skoric, Novi Sad, Serbia 

Don’t Blame  
Modular Programming 
In “Large-Scale Complex IT Systems” 
(July 2012) Ian Sommerville et al. 
reached unwarranted conclusions, 
blaming project failures on modu-
lar programming: “Current soft-
ware engineering is simply not good 
enough.” Moreover, they did so large-
ly because they missed something 

about large-scale systems. Their term, 
“coalition,” implies alliance and joint 
action that does not exist among real-
world competitors. They said large-
scale systems “coalitions” have dif-
ferent owners with possibly divergent 
interests (such as in the 2010 Flash 
Crash mentioned in the article) and 
then expect the software “coalition” 
used by the owners to work coopera-
tively and well, which makes no sense 
to me. Even if the owners, along with 
their best minds and sophisticated 
software, did cooperate to some ex-
tent, they would in fact be attempting 
to deal with some of the most diffi-
cult problems on earth (such as earn-
ing zillions of dollars in competitive 
global markets). Expecting software 
to solve these problems in economics 
makes no sense when even the most 
expert humans lack solutions. 

Alex Simonelis, Montréal 

Reading Ian Sommerville et al. (July 
2012), I could not help but wonder 
whether new initiatives and institu-
tions are really needed to study and 
create ultra/large-scale complex ar-
tificial systems. We should instead 
ponder how the behavior and con-
sequences of such systems might be 
beyond our control and so should not 
exist in the first place. I am not refer-
ring to grand-challenge projects in 
science and engineering like space 
exploration and genomics with clear 
goals and benefits but the ill-con-
ceived, arbitrary, self-interest-driven 
monstrosities that risk unpredictable 
behavior and harmful consequences. 
Wishful thinking, hubris, irrespon-
sible tinkering, greed, and the quest 
for power drive them, so they should 
be seen not as a grand challenge but 
as a grand warning. 

Why invent new, ultimately waste-
ful/destructive “interesting” problems 
when we could instead focus on the 
chronic “boring” deadly ones? From 
war, polluting transportation, and pre-
ventable disease to lack of clean water 

and air. These are real, not contrived, 
with unglamorous solutions that are 
infinitely more beneficial for all. 

Todd Plessel, Raleigh, NC 

Konrad Zuse and  
Floating-Point Numbers 
In his news story “Lost and Found” 
(July 2012), Paul Hyman characterized 
Konrad Zuse’s Z9 as “the world’s first 
program-controlled binary relay cal-
culator using floating-point arithme-
tic.” This description is not correct but 
should indeed be the other way round; 
the Z9/M9 was the only one of Zuse’s 
computers to use binary-coded-deci-
mal fixed-point arithmetic. 

Zuse used binary floating point 
from the time of his earliest computer 
designs, because his own thorough 
analysis showed binary representation 
reduced the complexity of the arith-
metic unit and that floating point is 
adequate for engineering calculations, 
which, as a civil engineer, is what he 
primarily had in mind. 

Among the pioneers of early com-
puting, from Babbage to Aiken to Wil-
kes, Zuse alone used floating-point 
arithmetic; his general-purpose com-
puters Z1 (1938), Z3 (1941), Z4 (1945), 
Z5 (1953), and Z11 (1955) all used bi-
nary floating-point arithmetic. Begin-
ning with the Z22 (1958), the comput-
ers developed by the Zuse Company 
used binary fixed-point arithmetic, 
implementing floating-point arithme-
tic through microprograms. 

Zuse invented a format for binary 
floating-point numbers similar to 
that of IEEE 754, using it in his very 
first machine, the Z1; Donald Knuth 
attributes the invention of normal-
ized floating-point numbers to Zuse. 
The Z3 included representations for 0 
(zero) and ∞ (infinity). Operations in-
volving these “exceptional” numbers 
were performed as usual, as in 0 − 0 
= 0 and ∞ + 5 = ∞. Operations with an 
undefined result (such as 0/0, ∞ − ∞, 
and ∞/∞) were detected automatically, 

When Harm to Conference Reputation  
Is Self-Inflicted 

DOI:10.1145/2347736.2347738		
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letters to the editor

signaled by a special light before the 
machine stopped. 

Zuse discussed the question of 
binary vs. decimal arithmetic with 
Howard Aiken, writing, “We also had 
some differences of opinion on tech-
nical matters. Aiken advocated the 
decimal system and had developed 
very beautiful codes for decimal num-
bers using several bits. I was more a 
proponent of pure binary representa-
tion—in any case, at least where large 
scientific computers were concerned. 
However, I had also used encoded 
decimal numbers in the mechani-
cal solution for the punch card ma-
chine.”1 The “punch card machine” 
was the Z9/M9. 

�Jürgen F.H. Winkler,  
Feldkirchen-Westerham, Germany

Reference 
1.	 Zuse, K. The Computer–My Life. Springer, New York, 

1993. 

Attack on Piracy  
vs. New Creation
Notwithstanding the anti-copyright 
logo illustrating Joel Waldfogel’s 
Viewpoint “Digitization and Copy-
right: Some Recent Evidence from Mu-
sic” (May 2012), legal attacks on unau-
thorized copying did not begin with 
Napster in 1999 but have been around 
since at least the first read/write me-
dia allowed copying, including audio 
and video cassettes in the 1980s and 
recordable CDs in the 1990s.

The earliest corporate legal resis-
tance to illegal copying of music in the 
Napster era involved the MP3 format, 
not cassettes, reflecting the recording 
and distribution industry’s concern 
over the new technology-enabled ease 
of copying and sharing with no loss of 
quality. This was before any particular 
company, including Napster, had the 
ability to complicate the business sit-
uation by providing the peer-to-peer 
option to millions of everyday users. 
The target was individual sharers, not 
the media that made sharing possi-
ble. However, all such campaigns ulti-
mately failed to prevent unauthorized 
copying of copyrighted work, even as 
some facilitating organizations were 
sued out of existence. 

Napster also heralded more per-
missively licensed music. Creative 
Commons licensing followed, mak-

ing it easier for artists, as well as 
rights holders, to adopt revenue 
models different from the traditional 
numbers-of-bound-copies as set by 
distributors. Though difficult to say 
which came first, there was a strong 
cross-influence (so at least some cor-
relation) between zero-cost copying 
and permissively licensed creation 
of free-to-copy works. Waldfogel 
said that, given there is more ille-
gal copying today than ever before, 
there should likewise be a decline in 
production, as a new musical work 
should earn less money when it can 
just be copied. However, the volume 
of new work has not declined. 

So Waldfogel’s hypothesis (or my 
understanding of it) means creation 
is not inhibited, and some newer 
creation, distribution, and payment 
models are based on metrics other 
than traditional per-copy margin. It 
is not that Waldfogel’s metrics distort 
the legal foundation of copyright-pro-
tected music publishing and distri-
bution but that the legal foundation 
has produced a market in which what 
the distributor is able to measure—
reviews—is distorted by that founda-
tion. Music critics are more likely to 
comment on a work produced and 
marketed by, say, Sony than on the 
equivalent work recorded and distrib-
uted independently by an individual 
musical artist directly. 

Even though some well-known 
bands (notably Nine Inch Nails and Ra-
diohead) have produced permissively 
licensed (and widely reviewed) albums, 
they follow Creative Commons licens-
ing, not borrowing and redistributing 
permissively licensed music but creat-
ing new works covered by a permissive 
license to begin with. Most composers 
never attract much attention because 
they are not part of the established dis-
tribution and promotion ecosystem, 
even if their work reaches a potentially 
worldwide audience online, free of li-
censing barriers. Waldfogel’s metrics 
reflect the commercial and cultural 
effects of digital creation, rather than 
raw sales numbers. 

Gunnar Wolf, Mexico City 

Communications welcomes your opinion. To submit a 
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© 2012 ACM 0001-0782/12/10 $15.00 

ht
tp:

//w
ww.ac

m
.org

/su
bsc

rib
e

ht
tp:

//in
ter

ac
tio

ns
.ac

m
.o

rg

ACM’s  
interactions  
magazine explores  
critical relationships  
between experiences, people,  
and technology, showcasing 
emerging innovations and industry 
leaders from around the world 
across important applications of 
design thinking and the broadening 
field of interaction design.  
Our readers represent a growing 
community of practice that  
is of increasing and vital  
global importance.

IAX_SkyscraperMagazine_V01_CACM.indd   1 9/5/12   12:47 PM

mailto:letters@cacm.acm.org
http://interactions.acm.org


8    communications of the acm    |   october 2012  |   vol.  55  |   no.  10

Follow us on Twitter at http://twitter.com/blogCACM

The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

Daniel Reed 
“Information Privacy: 
Changing Norms and 
Expectations”
http://cacm.acm.org/
blogs/blog-cacm/108232 
May 11, 2011

Our notions of privacy and security are 
deeply tied to our social and histori-
cal notions of person and place. The 
aphorism “A man’s home is his castle” 
captures that notion and its roots in 
English common law. This Castle Doc-
trine followed settlers to the colonies 
and was later codified in the Fourth 
Amendment to the U.S. Constitution.

Your family heirlooms may be se-
cure in your personal castle, but what 
of the information about you that 
lives on the Internet? The legacy of 
physical place and norms around it 
are far less relevant.

Equally importantly, we often con-
volve privacy and security without con-
sidering their differences. One needs 
security to protect private information, 

for they challenge many of our social, 
cultural, legal, and economic assump-
tions. I would not presume to offer a 
definitive answer here. Instead, let me 
offer three ideas to stimulate our de-
bate about the future of information 
and electronic personal management 
in this brave new world.

Let’s return to that family reunion 
photograph, captured on a smart-
phone and posted to a social network 
site. What might I, as a person in the 
picture, wish to specify and who else 
might be involved?

First, I might well like to specify a 
bounded lifetime for the photograph, 
after which it would be inaccessible to 
anyone. Of course, the bound might 
be infinity, allowing it to remain in the 
electronic ether forever. That is the cur-
rent default, as more than one person 
has learned to their chagrin. 

Second, I might choose to define 
the transitivity of access. I could share 
the photograph with my extended 
family, but not allow any of them to 
share it with their friends. Or I might 
limit access to an overlapping circle 
of personal or professional friends, 
preventing viral propagation. This is 
challenging because our overlapping 
spheres of social, professional, and 
familial influence rarely have hard 
boundaries, as anyone who has con-
figured their social network privacy 
settings knows all too well.

The usability of specification in-
terfaces for privacy and security de-
serves far more attention than it has 
received. All too often, the only options 
presented are a broad and vague end-

but one can have security without pri-
vacy, as many world events have shown. 
Security is a topic for another day; let’s 
talk about the evolving notions of elec-
tronic information privacy.

Riding the Light
That picture of you at a family reunion, 
squinting into the sun, can rarely be de-
limited by a physical location. It might 
be on disk two, machine nine, rack 23 
in a North Carolina data center, but it 
probably will not be for long.

Instead, information flows freely in 
radio waves among our wireless devices 
and on photon beams along the fiber-
optic cables that connect the burgeon-
ing network of worldwide cloud data 
centers. It’s cached, distributed, for-
warded, copied, mirrored, and indexed.

All of which suggests that we need to 
rethink our notions of information pri-
vacy, moving beyond concepts rooted 
primarily in person and place, and con-
sidering logical privacy. These issues 
are complex and emotionally charged 

Online Privacy; 
Replicating  
Research Results  
Daniel Reed offers three ideas about the future of personal  
online information management. Ed H. Chi writes about  
replication of experiments and how experiments are often  
the beginning, rather than the end, of a scientific inquiry.
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user license agreement that one must 
accept to use a service or a Byzantine 
set of confusing service configuration 
options whose effects are less than ob-
vious. Privacy specifications must be 
made far simpler and more intuitive.

Third, I might wish to define a 
claims-based access policy. This is not a 
binary access specification, but rather 
a statement that this person or this en-
tity can access this photograph for this 
and only this purpose. Thus, I might 
grant my cousin the right to look at this 
photograph, but not to sell, alter, or 
combine it with other media.

Ownership, privacy, reputation, and 
decision-making are intertwined in sub-
tle ways. What if I posed for a reunion 
photograph but one of my crazy cousins 
was dancing on the table behind me? 
Who controls that family reunion pho-
tograph—me, the drunken dancer in 
the background, the photographer with 
the smartphone, all of us? The shifting 
nature of social relationships further ex-
acerbates these challenges.

Let me end with another aphorism: 
“Possession is nine-tenths of the law.” 
In a digital world where images, video, 
and text can proliferate globally in sec-
onds, we need to rethink what “posses-
sion” means.

I don’t have all the answers, but I do 
have lots of questions.

Ed H. Chi  
“On the Importance  
of Replication in HCI 
and Social Computing 
Research”
�http://cacm.acm.org/
blogs/blog-cacm/109916 
June 22, 2011

I was asked to serve as a panelist at the 
CHI2011 conference to discuss the is-
sue of replication of research results. 
As part of this RepliCHI panel, I wrote 
an essay arguing that replication isn’t 
just replication of experiments or re-
building of systems, but instead is 
used as an important step in building 
up greater understanding of a domain. 
Many panelists, including myself, were 
surprised when many people showed 
up at the panel (more than 100?), ready 
to discuss this seemingly dry academic 
issue. Here is my essay, slightly edited: 
One mainstream perspective on HCI is 
that it is a discipline built upon applied 
psychological science. “Psychologi-

cal science” here refers to the under-
standing of mind and behavior, while 
“applied” here means that it is the ap-
plication of approaches of methods, 
findings, models, and theories from 
the psychology domain. One has to only 
look at the CHI annual proceedings to 
see that it is full of borrowed methods 
from experimental psychology, a par-
ticular approach to understanding 
mind and behavior based on scientific 
experimental methods. This approach 
worked well for HCI, since computers 
can be seen as a kind of stimuli that 
is not only interesting, but could aug-
ment cognition and intelligence.1 

Experimental psychology is based 
on the idea that if you design the ex-
periment and control the laboratory 
setting well enough, you will end up 
with evidence to believe that the re-
sults of the experiment will gener-
alize. These ideas about controlled 
experiments form the basis of the sci-
entific method. As part of the scientif-
ic discovery process, we ask research-
ers to document the methodology and 
results, so they can be archived and 
replicated by others.

But my position is that replication 
is not the only goal. More importantly, 
if there are limitations to the study, 
later experiments might expand on the 
original experiment to examine new 
contexts and other variables. In these 
ways, the idea behind the replication 
and reproducibility of experiments is 
not just to ensure validity of the results, 
but it is also an essential part of the sci-
entific dialog. After all, the reason we 
value research publications so much 
is not just because they document and 
archive the results of the research, but 
also so that others might stand on the 
shoulders of giants to reproduce and 
build on top of the results.

Take, for example, the great CHI 
97 Browse Off in Atlanta that aimed to 
put together a number of hierarchical 
browsers to see which is the “best.” At 
the event, the Hyperbolic Browser2 was 
the clear winner. While the event was 
not meant to be a controlled experi-
ment, it was widely publicized. Several 
years later, the experiment was repli-
cated in a lab setting at PARC3 with the 
top two performing systems during the 
event—Hyperbolic Browser and Win-
dows Explorer. Not just once, but twice, 
under different task conditions!

In the first experiment, the results 
were at odds with the 97 Browse Off. 
Not only was there no difference be-
tween the browsers in terms of perfor-
mance, it appears that subject variation 
had more effect on the results than any 
other variable.  

Further analyses showed there was 
an interesting interaction effect be-
tween the amount of information scent 
available via the interface conditions 
and performance, with better informa-
tion scent resulting in lower retrieval 
task times with Hyperbolic Browser.

In the second experiment, when re-
stricted to retrieval tasks rather than 
also including comparison tasks, Hy-
perbolic Browser was faster, and us-
ers appeared to learn more of the tree 
structure than with Explorer.  

What’s interesting is the interpreta-
tion of the results suggests that squeez-
ing more information on the screen 
does not improve subjects’ perceptual 
and search performance. Instead, the 
experiment shows there is a very com-
plex interaction between visual atten-
tion/search with density of informa-
tion of the display. Under high scent 
conditions, information seems to “pop 
out” in the Hyperbolic Browser, help-
ing to achieve higher performance.

The above example shows there are 
a number of fundamental problems 
with viewing experimental results as 
the end result of a line of research 
inquiry. Instead, they are often the 
beginning. Further experiments of-
ten shed light on the complex interac-
tion between the mind/behaviors of 
the user and the system. Replication/
duplication of results and further re-
search efforts examining other con-
texts and variables are not just desir-
able, but are an important part of the 
whole scientific exercise.	
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ACM 
Member 
News
Ivan Sutherland 
Receives Kyoto Prize

Ivan Sutherland, 
a visiting 
scientist at 
Portland State 
University,  
was recently 
awarded the 

2012 Kyoto Prize in Advanced 
Technology for “pioneering 
achievements in the develop-
ment of computer graphics and 
interactive interfaces.” 

Sutherland is best known for 
Sketchpad, a graphical interface 
program that revolutionized 
computer graphics in the early 
1960s and laid the groundwork 
for today’s computer-aided 
design systems. Today, the ACM 
A.M. Turing Award recipient is 
working on something a little 
different: time itself. 

His work at Portland State 
involves asynchronous comput-
ing, or self-timed computing. 
Sutherland, who founded the 
Asynchronous Research Center 
at Portland State with his wife 
and collaborator Marly Roncken 
in 2009, is partly motivated by 
his observation of how time is 
now different from Alan Tur-
ing’s era. In Turing’s day, logic 
was slow and expensive but, 
relative to logic, communica-
tion methods (or wires) were 
fast and inexpensive. Today,  
the opposite is true.

This “clocked design 
paradigm,” as Sutherland 
described it in his talk at the 
Turing Centenary Celebration, 
slows down communication, 
by far the more costly of the 
two factors. [A Viewpoint by 
Sutherland, “The Tyranny of the 
Clock,” appears on p. 35.—Ed.]

“I think in terms of the 
tyranny of the clock,” says 
Sutherland. “You’ve got to do 
the next step exactly on time.  
It’s quite unnecessary.”

Sutherland believes the 
clocked design paradigm has 
been kept largely by mistake. 
“It’s the kind of mistake that’s 
very hard to change,” he says. 
“What we’re working on is trying 
to change the paradigm from a 
synchronous time paradigm to 
a self-timed paradigm. I think 
there are major benefits to be 
had, but I also think there’s a lot 
of education to be done.”

—Logan Kugler
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practical to test every drug against every 
other drug. And although the trials can 
identify some side effects, other side 
effects do not show up until a medica-
tion is given to a larger population of 
patients over a longer period of time. 

To keep tabs on unexpected compli-
cations from already approved drugs, 
the U.S. Food and Drug Administra-
tion (FDA) created the Adverse Events 
Reporting System (AERS), a database 
of more than four million negative 
events reported since 1969. Every three 
months, the FDA releases a new batch 
of event reports, which statisticians 

W
he n  people with  high 
blood pressure start 
taking thiazide diuret-
ics as treatment, they 
are warned about pos-

sible heart-related side effects, includ-
ing palpitations, fainting, and even 
sudden death. Patients taking a certain 
class of antidepressants face similar 
risks. But what if they are taking both 
drugs together? Would the bad effects 
be more likely? No one knew.

Not, that is, until researchers at 
Stanford University used data-mining 
techniques to pore through a database 
of side effects. They discovered that 
people taking both a thiazide diuretic 
and a selective serotonin reuptake 
inhibitor, such as Prozac, were about 
one-and-a-half times as likely as peo-
ple taking either drug separately to 
show a prolonged QT interval, a mea-
surement in cardiology that increases 
the risk of those heart problems. In 
mining the database, Russ Altman, 
professor of medicine and biomedi-
cal informatics research, and Nicho-
las Tatonetti, who has since earned 
his Ph.D. in biomedical informatics, 
found an additional 46 drug pairs that 
interacted to cause side effects that 
had not been known before beyond 
those of either drug alone.

Clinical trials do not test for drug 
interaction; it would be costly and im-

can use to look for previously unrec-
ognized drug-related problems. Phar-
maceutical companies are required to 
report bad effects associated with their 
medications, and health professionals 
and patients can also submit reports.

“This database from the FDA is very 
large and on first blush looks like an 
amazing resource,” says Altman. But 
teasing out a relationship between a 
particular drug and an adverse event 
can be challenging. “People are on 
multiple medications, they have mul-
tiple diseases, and they have multiple 
side effects, and establishing one-to-

Digging for Drug Facts 
With the right approach, data mining can discover  
unexpected side effects and drug interactions.

Science  |  doi:10.1145/2347736.2347741	 Neil Savage
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from the medication. Modern signal-
detection algorithms try to account for 
biases, but have not addressed all the 
possible sources, the researchers say. 
“There are a lot of scientific compu-
tational challenges to this database,” 
says Robert O’Neill, director of the Of-
fice of Biostatistics in the FDA’s Center 
for Drug Evaluation and Research. 

One way to separate the effects of a 
drug from the effects of related factors 
is to remove such covariates from the 
sample. But the database often does 
not list potential confounding factors 
such as age, sex, or underlying disease. 
Existing methods that control for con-
founding factors by creating subsets ac-
cording to the covariates cannot work 
when the covariates are unknown.

But Tatonetti realized that in many 
cases he could figure out what those 
covariates were based on the com-
bination of drugs that patients were 
taking and the set of symptoms they 
described. If a patient is on a choles-
terol-lowering drug, for instance, he is 
likely to have a high-fat diet. A patient 
taking antidepressants is somewhat 
more likely to be female. If the patient 
is using birth control pills, she is defi-
nitely female, whereas someone tak-
ing a prostate medication is clearly 

male. Tatonetti also grouped people 
by which drugs they were taking in ad-
dition to the drug being investigated, 
and discarded side effects known to be 
caused by those other drugs.

For his data source, Tatonetti gath-
ered more than 1.8 million reports in 
the AERS database from 2004 to early 
2009, along with another 300,000 re-
ports from a similar Canadian data-
base. He also used a database of known 
side effects and drug indications mined 
from medications’ FDA labels. And he 
included information about the bio-
logical targets the drugs were aimed at. 

In the end, for each drug the re-
searchers wanted to study, they wound 
up with two groups: one taking that drug 
and one that matched the first group in 
as many other ways as possible, except 
for that one drug. For each drug they 
studied, their search found an average 
of 329 bad reactions that were associat-
ed with the drug but that were not listed 
as known side effects. They then ap-
plied the same method to find drug in-
teractions, comparing groups that were 
on only Drug A, only Drug B, or both. To 
validate their prediction that the com-
bination was causing a side effect, they 
looked at lab test results from the Stan-
ford hospital system’s electronic health 
records for people on those drugs, and 
found 47 combinations that seemed to 
cause problems.

The researchers’ hypotheses are a 
valuable step in discovering unknown 
health problems. With the hypotheses 
in hand, drug companies can reexam-
ine their clinical trial data to see if they 
can verify the problem or even run ad-
ditional trials. Regulatory agencies can 
warn doctors to watch for new side ef-
fects, or even pull drugs from the mar-
ket. O’Neill says that by identifying side 
effects common to a class of drugs, 
such surveillance could help drug de-
velopers screen out failing drug can-
didates sooner, before they devote too 
much effort to their development. (See 
the “Informatics, Drugs, and Chemical 
Properties” sidebar on this page.) 

Niklas Noren, chief science officer 
at the Uppsala Monitoring Centre in 
Uppsala, Sweden, which monitors 
drug safety for the World Health Orga-
nization, calls the Stanford approach 
“interesting and innovative.” He has 
used a different statistical method 
to correct for the Vioxx effect and for 

one correspondence between those is 
really daunting.”

The reports are “spontaneous,” 
meaning they are not standardized 
and are based on individual judgments 
about symptoms someone noticed and 
deemed significant. The data is sta-
tistically noisy, full of biases and con-
founding factors that may not be eas-
ily identifiable. One well-known bias, 
for instance, is what Tatonetti calls 
“the Vioxx effect”; when a link was dis-
covered between the painkiller Vioxx 
and heart attacks, the resulting pub-
licity prompted people using Vioxx to 
report more heart-related symptoms, 
which made the background rate for 
those symptoms seem greater than 
normal, thereby masking the drug’s 
real effects. There are also symptoms 
that might be associated with a drug 
but are not caused by it. Someone tak-
ing a medication for diabetes, for in-
stance, could have symptoms caused 
by the underlying disease, though an 
algorithm would only notice the asso-
ciation between the symptoms and the 
drug, and could incorrectly conclude 
the drug was causing the problem. 
Someone using an arthritis medicine 
might report complications that are 
the result of being elderly, and not 

Predicting the side effects of a medication is not only useful after the drugs are on 
the market. Catching potential problems before the compounds even reach clinical 
trials can save pharmaceutical companies time and money by screening out failing 
candidates early on.

Researchers at the Novartis Institutes for Biomedical Research and the University of 
California, San Francisco, applied a method called the similarity ensemble approach 
(SEA) to the problem. Drugs work by binding to and interacting with target proteins 
in the body, but they also often bind to off-target proteins and cause side effects. SEA 
examined the chemical properties of 656 approved drugs to see how similar they were 
to other molecules known to bind to 73 different proteins that are associated with side 
effects. This was the first time such an informatics approach was applied systematically 
to the search for side effects, according to the researchers.

The computer compared the chemical structure of those drugs to a database of more 
than 285,000 molecules known to interact with 1,500 human proteins. It predicted 
about 1,200 potential interactions, nearly 900 of which had never been explored. The 
researchers searched other databases, ran their own chemical tests, and confirmed 
almost half of the computer’s predictions. Eugen Lounkine, a researcher at Novartis 
and first author of the study, which was published in Nature, says the computer acts as 
a screening tool to make the development of medication more efficient. “It’s early in 
drug discovery, where you have more compounds than you have resources to test with 
biochemical assays,” he explains. 

Lounkine says finding off-target proteins can also help explain some previously 
unexplained side effects. For instance, chlorotrianisene, a synthetic estrogen sometimes 
used to treat prostate cancer, can cause upper abdominal pain, but no one knew why. 
The Novartis study discovered the drug interfered with an enzyme known as COX-1 in 
much the same way a blood thinner, which is known to cause such pain, would. 

Informatics, Drugs,  
and Chemical Properties
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events in the FDA’s coding dictionary, 
the same event might wind up being 
described by several different terms, 
with no single term showing up often 
enough to appear statistically signifi-
cant. “If you group all these terms to-
gether into a sort of hyperterm or hy-
perevent, you might be able to find that 
adverse drug event,” Harpaz says. Adds 
Altman, “Multiple pieces of weak data, 
when combined, can equal one very 
strong piece of evidence.” 

The FDA, too, wants to move beyond 
what O’Neill calls the passive surveil-
lance of the AERS database to active 
surveillance, in which it combs through 
electronic records held by healthcare 
providers such as the U.S. Department 
of Veterans’ Affairs and Kaiser Perma-
nente. The agency is in the early stages 
of setting up what it calls the Sentinel 
Initiative to accomplish just that.

Still, O’Neill cautions the data-min-
ing algorithms alone cannot prove that 
particular drugs cause particular side 
effects. They can provide clues that 
need to be checked in other ways. “Out 
of every 100 things you find, there may 
be 10 that are worth pursuing,” O’Neill 
says. “How to separate the wheat from 
the chaff, that’s the trick.”	
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false associations between drugs and 
symptoms; his approach does not in-
clude information about drug indi-
cations, but he says it could. “To me 
their attempt to directly control for 
this important bias is a key contribu-
tion to the field,” he says. Noren has 
also used reports that contain covari-
ate information such as age, sex, time 
period, and country to sort patients 
into matched groups that can be 
compared, but it detects only asso-
ciations in those subsets and cannot 
reveal syndromes—groups of drug 
interactions that tend to be reported 
together. One of the big questions in 
the field, he says, is how mining these 
spontaneous reporting databases, like 
AERS and similar European systems, 
fits with the growing use of electronic 
medical records (EMRs). The value of 
EMRs is that they have much more de-
tailed information about patients, but 
they may lack the power to detect rare 
events. “Spontaneous reporting clear-
ly has a role,” he says. “What we need 
to figure out now is how to use each 
type of data in the best way.”

Multiple Sources
Rave Harpaz, a research scientist at 
Stanford’s Center for Biomedical Infor-
matics Research but not involved with 
Altman’s work, is looking for the best 
ways to combine information from 
multiple sources, using not only AERS 
and EMRs, but also mining medical 
literature for clues, picking up patient 
reports of symptoms from social net-
works, and adding basic information 
from biology and chemistry. “There’s 
many ways to combine these data 
sources, depending on what you want 
to achieve,” Harpaz says.  

The advantage of these large and 
growing datasets is that researchers 
can use different approaches to am-
plify signals from rare or hidden events 
that might otherwise go unnoticed. 
With enough data, Altman explains, 
researchers can discard some of it as 
they remove some of the noise, but 
still have plenty to work with. “You can 
throw away lots of it, and as long as you 
maintain statistical significance, you 
can still get useful answers.” 

Harpaz adds that it is possible for a 
weak signal to “borrow” statistical sig-
nificance from other sources. For in-
stance, with 14,000 different codes for 

Education

Latinos 
and STEM 
Of all the certificates and 
degrees conferred in science, 
technology, engineering, and 
math (STEM) in the U.S. in 2009–
2010, 8% were earned by Latinos, 
reports a new study, Finding 
Your Workforce, by Excelencia 
In Education, a nonprofit 
organization advocating Latino 
educational success.

The 25 higher-education 
institutions that granted 
the most STEM certificates 
and degrees to Latinos were 
concentrated in just six states—
Texas, Florida, California, 
Arizona, Illinois, and New 
Mexico—and Puerto Rico. About 
40% of the students came from 
those schools.

At the undergrad level, 
the majority of the schools 
were categorized as Hispanic-
Serving Institutions by the 
federal government, meaning 
that at least 25% of the student 
population is Hispanic.

Regarding the STEM 
certificates and degrees:

˲˲ Of the total 30,801 conferred 
to Latinos, the majority were 
bachelor’s degrees (60%), while 
16% were associate’s degrees, 
12% certificates, 9% master’s de-
grees, and 2% doctoral degrees. 

˲˲ Of those certificates/degrees, 
35% were in science, 32% in 
engineering, 28% in technology, 
and 5% in math.

˲˲ The top 25 institutions award-
ing STEM degrees at the doc-
toral level in 2009–2010 awarded 
fewer than 430 to Latinos.

˲˲ At the doctoral level, the top 
institutions conferring degrees 
in science to Latinos in 2009–2010 
awarded 28 degrees during that 
period. The top institution in 
computer science awarded two 
doctorates to Latinos, the top in-
stitution in engineering awarded 
12 doctorates to Latinos, and the 
top institution in math awarded 
five doctorates to Latinos.

˲˲ Only 15 institutions awarded 
any doctorate degrees to Latinos 
in computer/information sci-
ences in 2009–2010. The schools 
awarding the highest number 
are MIT (2) and the University of 
Puerto Rico-Mayaguez (2). The 
other 13 institutions awarded 
one doctorate each. 

The report can be found at:  
http://edexcelencia.org/sites/
default/files/exc2012fyw_stem_
final_web_2.pdf.

—Paul Hyman

http://www.youtube.com/watch?v=XPBrCYaV050
http://edexcelencia.org/sites/default/files/exc2012fyw_stem_final_web_2.pdf
http://www.youtube.com/watch?v=XPBrCYaV050
http://edexcelencia.org/sites/default/files/exc2012fyw_stem_final_web_2.pdf
http://edexcelencia.org/sites/default/files/exc2012fyw_stem_final_web_2.pdf
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L
ate  la st y e ar,  Stanford Uni-
versity researcher Jonathan 
Koomey released a report de-
tailing a few surprising trends 
about the energy squander-

ers known as data centers. Previous 
estimates suggested that electricity 
consumption in massive server farms 
would double between 2005 and 2010. 
Instead, the number rose by 56% world-
wide, and merely 36% in the U.S. The 
slower-than-expected growth stemmed 
from a number of changes, including a 
stagnant economy and the rise of virtu-
alization software. 

Yet experts say a more fundamental 
change is also starting to take effect—
one that could lead to much greater 
improvements in efficiency. Over the 
past seven or so years, leading compa-
nies have begun revising the way they 
design, maintain, and monitor data 
centers, from the physical building all 
the way down to the hardware doing 
the computation. Recently, Google, 
Facebook, and other major companies 
have begun releasing details on the ef-
ficiency of their facilities, and revealing 
a few of the technological tricks they 
have devised to achieve those gains. 

Still, these leaders are the excep-
tion rather than the rule. There are no 
solid estimates of the total number of 
data centers in the U.S., and the Sili-
con Valley giants are secretive about 
exactly how many they operate, but 
they hardly dominate from an energy 
standpoint. In all, U.S. facilities con-
sume between 65 and 88 billion kilo-
watt hours per year, and Google, for 
instance, accounts for less than 1% of 
that figure. 

The fact remains that the average 
data center is still largely inefficient. 
The standard measure of a data cen-
ter’s efficiency is its PUE, or power 
usage effectiveness. PUE is the total 

energy used to operate a data center 
divided by the amount devoted to ac-
tual computing. That total includes 
lighting, fans, air conditioners, and 
even electrical losses as power is trans-
ferred from the grid to physical hard-
ware. Ideally, a data center would run 
at a PUE of 1.0, and all of the electricity 
would go toward computing. Yahoo!, 
Facebook, and Google have all touted 
facilities scoring below 1.1. Across in-
dustries, though, these numbers are 
hardly common. “What happens in the 
typical data center is that it’s more like 
2.0,” explains Koomey. 

Until recently, most companies did 
not even bother measuring PUE. They 
had little sense of how and where en-
ergy was used or lost within the facility. 
“The primary reason all of this happens 
is because there’s not great accounting 
of the energy in data centers,” says Raju 
Pandey, the chief technical officer of 

Synapsense, a Folsom, CA-based com-
pany that performs data center optimi-
zations. “There’s an incredible amount 
of wastage.”

Heating Up
If you had walked into the average 
data center 10 years ago, you would 
have needed a sweater. The American 
Society of Heating, Refrigerating and 
Air-Conditioning Engineers recom-
mended these facilities be maintained 
at temperatures between 60 and 65 de-
grees Fahrenheit to prevent the equip-
ment inside from overheating. And the 
machines that cool the space are often 
inefficient. “Traditional data centers 
basically have the same air-condition-
ing unit you’d put in your house,” says 
Bill Weihl, Facebook’s manager of en-
ergy efficiency and sustainability. 

The rationale was that warmer 
temperatures could lead to hardware 
failures, but several experts doubt-
ed this was actually the case. When 
Google began planning a new breed 
of data center in 2004, the company 
started testing the temperature lim-
its of its hardware. “We started run-
ning our servers warmer and moni-
toring the failure rates,” says Joe 
Kava, Google’s director of data center 
operations. In the end, Google simply 
did not see any major problems. “The 
servers ran just fine,” he adds, “and if 
you know your servers can run at 80 
degrees, you can redesign your cool-
ing system entirely.”

Google found that it could avoid re-
lying on giant air-conditioning units, 
as did other companies. The most ef-
ficient data centers now hover at tem-
peratures closer to 80 degrees Fahr-
enheit, and instead of sweaters, the 
technicians walk around in shorts. 
Facebook’s data centers in Lulea, Swe-
den and Prineville, OR, have no me-

Technology  |  doi:10.1145/2347736.2347742	 Gregory Mone

Redesigning  
the Data Center
Faced with rising electricity costs, leading companies  
have begun revolutionizing the way data centers work,  
from the hardware to the buildings themselves.

Over the past seven 
or so years, leading 
companies have 
begun revising the 
way they design, 
maintain, and monitor 
data centers, from 
the physical building 
all the way down to 
the hardware doing 
the computation.
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problem. Companies have also be-
gun demonstrating the importance of 
managing circulation within the space. 
When Synapsense audits a facility, its 
technicians install wireless sensors 
throughout the building to measure 
temperature, pressure, humidity, and 
more. Pandey says Synapsense often 
identifies intense hot spots—warmer 
areas that force the fans and mechani-
cal chillers to work harder to manipu-
late the temperature, thus increasing 
energy usage. “You might have enough 
cool air, but it’s not going to the right 
places,” he explains. “There might be 

mixing of the air or there might be ar-
eas where it’s leaking.”

In one case, Synapsense in-
stalled 3,674 sensors throughout a 
100,000-square-foot data center. The 
sensors fed Synapsense’s control sys-
tem a stream of data on temperature, 
pressure, and humidity, and the com-
pany’s software built a live-updated 
map of these metrics throughout the 
facility. With this data, Synapsense was 
able to figure out how to optimize en-
ergy use by turning up certain fans or 
shutting down specific air condition-
ing units. It ended up saving the com-
pany 8,244 megawatt hours per year—
or $766,000 in annual electrical bills. 

In other instances, the changes can 
be simpler to identify. “In many data 
centers,” Pandey says, “the hot side 
of a server might be blowing air into 
a cool side.” When this happens, the 
chilled air rising from the floor is par-
tially wasted, so Synapsense and oth-
ers advocate arranging data centers 
into hot and cold aisles. In one aisle, 
you will be faced with the backs of the 
racks on both sides expelling warm 
air, whereas the two adjacent aisles 
will be comparatively cool, with only 
the front ends of the hardware fac-
ing out. Weihl says Facebook installs 
plastic panels around its hot aisles, 
creating a corridor that ferries hot air 
straight to the ceiling. Then it is ei-
ther exhausted to the outside or mixed 
with incoming, colder ambient air to 
lower it to the ideal temperature.

Focusing on the air flow and con-
ditions within the hardware itself has 
proven critical as well. Both Google 
and Facebook advocate simpler, 
stripped-down server hardware with-
out the standard plastic or metal plates 
that often bear a manufacturer’s logo. 
“The more obstructions you put in the 
way of the air flow, the harder the fans 
have to work and the more energy you 
use,” Weihl says.

Those vanity plates are only one 
problem with standard hardware. “If 
you take a standard off-the-shelf server 
there are probably quite a few things 
that need to be improved to have it 
work more efficiently,” says Bianca 
Schroeder, a computer scientist at 
the University of Toronto and the co-
author of a recent paper on data cen-
ter efficiency (see the Further Reading 
list). For example, Schroeder notes 

chanical chillers at all. “We don’t need 
them,” says Weihl, who was previously 
Google’s energy efficiency czar.

At Facebook’s Prineville facility, 
ambient air flows into the building, 
passing first through a series of filters 
to remove bugs, dust, and other con-
taminants, then into a long corridor. 
On hot days, when the outside temper-
ature rises above 80 degrees Fahren-
heit, the air moves through a fine mist 
of micron-sized droplets of water sus-
pended in the corridor. Some of the 
mist evaporates on contact with the 
warmer outside air. This reduces the 
temperature, and the mildly chilled 
air then passes through another filter, 
which captures the droplets of water 
that did not evaporate. The end result 
is a rush of cool air flowing into the 
building. 

When it is too cold outside, the 
control system automatically mixes in 
some of the 85 to 90 degree Fahrenheit 
air coming out of the back of the servers 
to bring it up to the right temperature. 
“We don’t want 20 degree Fahrenheit 
air going into our servers,” Weihl says. 
Drastic changes in temperature could 
cause components to expand and con-
tract, creating mechanical stresses that 
might lead to permanent damage.

Smart Monitoring
The source of the cool air in tradi-
tional data centers is only part of the 

The most efficient 
data centers 
now hover at 
temperatures 
closer to 80 degrees 
Fahrenheit, and 
instead of sweaters, 
the technicians walk 
around in shorts.

Ambient air flows through Facebook’s data center in Prineville, OR, and cools the servers 
inside the 334,000-square-foot facilty.
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ters, and more savings on the cost of 
cooling the huge buildings. 

Despite the evidence, and examples 
from the efficiency leaders, many com-
panies are still afraid to turn up the 
thermostat, says Schroeder. Her own re-
search suggests that this fear is unjusti-
fied. “We can safely say that increasing 
the temperature by a few degrees will 
not significantly increase failure rates,” 
she explains, “and increasing tempera-
ture even a few degrees will save signifi-
cant amounts in cooling.” 

Koomey argues a number of road-
blocks remain. For instance, tradi-
tional data centers can last for 15 to 20 

that the standard machine won’t have 
internal temperature sensors to moni-
tor whether one of its hard disk drives 
might be overheating. On the other 
hand, Facebook’s Open Vault, a freely 
accessible server hardware design, has 
10 thermal gauges spaced throughout. 
These sensors link to a self-monitor-
ing system that can adjust the speed 
of six fans that help to ensure the serv-
er stays cool. Furthermore, the fans 
themselves consume less energy than 
the industry standard. 

Efficiency for All
The Open Vault design is part of a larg-
er Facebook effort, OpenCompute, 
that makes the company’s data center-
related efficiency tricks publicly avail-
able. Weihl says Facebook released 
this information in part because it 
does not see much of a competitive 
advantage in locking up its energy-sav-
ing secrets. “We’ve done a lot of cool 
things,” he says, “and the conclusion 
here was that we should figure out how 
to work with the industry to be as effi-
cient as possible.”

Facebook’s goal is to have a larger 
impact on data center energy con-
sumption on the whole. And Weihl 
says the company was thrilled to see 
that server manufacturers like Dell and 
Hewlett-Packard have incorporated 
some of its recommendations, like the 
removal of vanity plates. Such changes 
could translate into warmer data cen-

At Facebook’s 
Prineville, OR, facility, 
ambient air flows  
into the building, 
passing first  
through a series  
of filters to remove 
bugs, dust, and  
other contaminants.

Systems for reading, matching, 
and storing vehicle license plate 
data are proliferating, with 
automatic license-plate reader 
(ALPR) cameras being deployed 
by law enforcement agencies at 
all levels of government, often 
without the knowledge of the 
populations under surveillance.

ALPR cameras, on stationary 
objects or atop police cars, can 
photograph hundreds of license 
plates per minute. The license 
plate numbers are converted 
into machine-readable text and 
matched against crime databases, 
alerting a patrol officer when a 
“hit” appears. The data, which 
includes GPS location, time, 

and date, is generally kept for 
every reading, and often for an 
indefinite period. 

“The technology is spreading 
rapidly, thanks in part to 
grants from the Departments 
of Homeland Security, Justice, 
and Transportation to police 
departments nationwide,” says 
Kade Crockford, privacy rights 
coordinator for the American Civil 
Liberties Union (ACLU). She adds 
that the ACLU is not opposed to 
using the technology to identify 
stolen vehicles or those owned 
by someone for whom there is an 
outstanding arrest warrant. “What 
isn’t okay, however, is for the 
police to use license-plate readers 

to collect vast amounts of data on 
ordinary motorists,” Crockford 
adds. “We already know that this 
is happening in various parts of 
the country, usually without so 
much as a public conversation on 
the privacy risks involved.” 

The online computer 
technology journal Ars Technica 
recently reported on an ALPR 
system in California that 
produced numerous false 
positives, and which failed to read 
the license plate on a reporter’s 
car. The false positives stemmed 
from the fact that the California 
Department of Motor Vehicles 
takes a long time to update its 
vehicle-crime database, and 

because the system could not 
distinguish out-of-state plates.

The Electronic Privacy 
Information Center (EPIC) 
recently received the results of 
a Freedom of Information Act 
request about ALPRs from U.S. 
Customs and Border Protection. 
“These documents offer clear 
proof that location data obtained 
through license-plate readers 
is being shared extensively, not 
just among law enforcement 
agencies, but also with third 
parties,” such as the nonprofit 
National Insurance Crime 
Bureau, says Ginger McCall, an 
EPIC director.

—Gary Anthes

Privacy

Vehicle License Plates and Surveillance

years, preventing the wholesale adop-
tion of the more efficient new designs, 
and many of these older facilities are 
filled with “comatose” servers that 
suck up power but no longer handle 
any computation. “There’s still a long 
way to go,” he says.	
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N
ot l on g ag o,  the education-
al crisis most talked about 
by computer scientists was 
the steep decline in the 
number of undergraduates 

who picked the field as their major. To-
day, with those declines in reverse at 
many U.S. universities, there is a grow-
ing recognition—both in the U.S. and 
internationally—that the real crisis lies 
not at the college level, but in primary 
and secondary school.

“The college level is, in a certain 
sense, too late,” says Stephen Coo-
per, an associate professor of com-
puter science at Stanford University 
and chairman of the board of the 
Computer Science Teachers Associa-
tion (CSTA), a membership organiza-
tion that serves U.S. K–12 educators. 
“Though young women decide what 
they’re majoring in much later than 
young men, they also decide what 
they’re not majoring in much earlier 
than men do. If they decide they’re 
not interested in computer science 
at the end of 8th grade, there’s noth-
ing we can do at the college level to 
change that. We’ve missed the oppor-
tunity. But if we change K–12, we have 
a chance to solve this problem.”

Of course, it is not just about re-
cruiting majors or correcting the field’s 
gender imbalance and lack of minori-
ties. Computer science has become an 
integral part of nearly all science, tech-
nology, engineering, and mathemat-
ics (STEM) jobs, and it is of increas-
ing conceptual relevance to a variety 
of other professions, as well. “There’s 
really no science that doesn’t involve 
computation in a pretty fundamental 
way, and if you look beyond science, 
what people need to know is what com-
putation can do for them. What are the 
parts of your job that could be solved 
computationally? Would you know 
what kinds of tools to ask for and how 

to put them together to solve your par-
ticular problem?” explains Jan Cuny, a 
program officer at the National Science 
Foundation who has headed a number 
of initiatives to support computer sci-
ence education.

Yet over the past 20 years, Cuny 
notes, the percentage of students who 
take computer science in U.S. high 
schools has dropped from 25% to 19%. 
In many schools, the subject is simply 
not taught; in others, what is covered 
are soft skills like touch typing and the 
use of Microsoft Office. Because of the 
decentralized nature of the U.S. school 
system, precise student numbers are 
difficult to discern. However, accord-
ing to Running on Empty: The Failure 
to Teach K–12 Computer Science in the 
Digital Age, a 2010 report released by 
CSTA and ACM, only 14 states have ad-
opted recognized education standards 
for computer science instruction, and 

only nine states allow computer sci-
ence courses to count toward the hours 
required to graduate for either science 
or mathematics.

Fitting computer science into the 
curriculum is a particular problem in 
the U.S., where each state defines its 
own academic standards. That is why 
many educators have focused their 
attention on the computer science 
course offered by the Advanced Place-
ment (AP) program, a set of courses 
that are administered by the College 
Board, a membership organization 
that administers standardized tests, 
and follow a curriculum designed to 
be equivalent to college-level cours-
es. The current AP computer science 
course focuses on Java programming 
and is taught in roughly 2,000 high 
schools out of 29,000 across the coun-
try. Approximately 20,000 students 
take the end-of-year AP computer sci-
ence test, as compared to the several 
hundred thousand who take the AP 
calculus exam. To increase participa-
tion and attract new students to the 
field, Owen Astrachan of Duke Univer-
sity, Amy Briggs of Middlebury College, 
CSTA, and others are developing a new 
AP course that focuses on principles 
rather than programming. Seizing on 
a National Research Council directive 
to rethink the way several AP courses 
in STEM subjects are taught—urging 
instructors to emphasize process over 
knowledge and understanding over 
facts—the group is developing a pilot 
program to be released in 2016. The 
idea, proponents say, is to attract a 
more diverse student body by concen-
trating on computational thinking, 
and to get the course into more schools 
using the cachet of the AP brand.

“When kids have had no experience 
with computing, it’s hard to convince 
them that they want to spend a year 
learning how to program,” says Cuny, 

Society  |  doi:10.1145/2347736.2347743	 Leah Hoffmann

Computer Science  
and the Three Rs  
A growing sense of crisis prevails as computer science  
searches for its place in the K–12 curriculum.

Elementary school students learn how 
computers enable science during a field trip 
sponsored by Lawrence Berkeley National 
Laboratory in May 2010.
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who has helped coordinate NSF’s sup-
port for the development of the new 
course. “What’s more, AP is taught all 
over the country, and schools like AP 
because it makes them look academic.”

Managing the way computer science 
is taught can be a challenge even for 
countries that do have a standard na-
tional curriculum. Israel, for example, 
has several well-regarded computer sci-
ence programs at the secondary level, 
but the subject is considered an elec-
tive. According to Tami Lapidot, execu-
tive manager of Machshava, the Israeli 
National Center for Computer Science 
Teachers, some officials and adminis-
trators still fail to understand the im-
portance of the subject. “[They] think 
that CS and Facebook are the same,” she 
explains. “In the Ministry of Education, 
CS is not considered a scientific subject 
but rather a technology subject.”

England, by contrast, made Infor-
mation Communications Technology 
(ICT) compulsory 12 years ago, but left 
the syllabus quite broad. “It did allow 
more interesting stuff if the teachers 
were so minded,” explains Steve Furb-
er,  ICL Professor Of Computer Engi-
neering at the University of Manchester 
and chair of a Royal Society advisory 
group whose report, Shut Down or Re-
start? The Way Forward for Computing 
in UK Schools, was released in January. 
“But an awful lot of schools identified 
the lowest common denominator and 
were teaching ICT through fairly rou-
tine Office applications.” Shut Down 
or Restart points to a nexus of interre-
lated factors that reinforce the status 

quo, where ICT is delivered in the form 
of digital literacy lessons, dismissed by 
students as uninteresting, and further 
devalued by schools. Indeed, several 
recent reports—and the 2011 Mac-
Taggart Lecture by Google executive 
chairman Eric Schmidt, in which he 
warned that the U.K.’s IT curriculum 
“focuses on teaching how to use soft-
ware, but gives no insight into how 
it’s made”—have underscored the 
importance of improving the coun-
try’s computer science instruction. 
Would-be reformers were therefore 
quite encouraged when Secretary of 
State for Education Michael Gove an-
nounced the “disapplication” of the 
current ICT curriculum, along with 
plans to replace it with a more aca-
demically rigorous alternative.

Singapore has also seen efforts to 
rethink its pretertiary computer sci-
ence curriculum. The republic’s Info-
comm Development Authority (IDA) 
has worked with industry partners 
and schools to develop courses that 
are anchored in computational think-
ing through the CS Reloaded program, 
which also helps offset course fees. 
Since March 2011, more than 700 stu-
dents have been trained under the pro-
gram in courses that are anchored in 
computational thinking.

A Lack of Qualified Teachers 
Yet even as curricula improve, a larger 
challenge looms for international com-
puter science education: attracting 
qualified teachers and keeping them 
abreast of new developments in a fast-
changing field. Many teachers have 
had no formal training in computer 
science, coming instead from domains 
like math, business, and physics. “That 
isn’t to say we don’t have a lot of great 
teachers—we do,” explains Jan Cuny. 
“But students don’t go into the field 
thinking they’re going to be teachers, 
and we don’t do a good job of telling 
them that could be an important thing 
to do.” In England, only 30% of high 
school computer science teachers have 
qualifications that are recognized by 
the nation’s Department for Education 
(as opposed to 75%–80% in established 
subjects). In the U.S., only half of the 
states even have certification programs 
in the first place. 

Encouragingly, a number of initia-
tives have sprung up to address the 

If young women 
“decide they’re 
not interested in 
computer science at 
the end of 8th grade,” 
says Stephen Cooper, 
“there’s nothing we 
can do at the college 
level to change that.”
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Exploring Computer Science—an NSF-
supported program that has helped 
bring computer science courses to 
more than 25 schools in the Los Ange-
les Unified School District—which will 
also inspire work in other cities.

CSTA’s Cooper is optimistic. “We’re 
making progress. Ten years ago, you 
couldn’t talk about major school sys-
tems in CS, and now there’s work being 
done in Chicago, Los Angeles, and San 
Jose. It starts to slowly add up.”	
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problem. In the U.S., the NSF has fund-
ed a project called CS10K, which set 
the goal of training 10,000 computer 
science teachers across the country. 
Launched last year, CS10K aims to 
build a consortium across academia, 
industry, government agencies, and 
private foundations, and is part of a 
larger NSF-sponsored project called 
Computing Education for the 21st Cen-
tury, or CE21, which will also fund proj-
ects in computing education research 
and broadening student participation. 
CSTA, meanwhile, runs a variety of 
professional development initiatives, 
including an annual conference and 
workshops. It also maintains an online 
repository of research and resources.

“You have maybe one computer sci-
ence teacher per school,” says CSTA’s 
Cooper. “At best they have to go to oth-
er schools in their district or to other 
districts to find other teachers who 
look like them. Offering them the abili-
ty to network and build a community is 
incredibly important.” Israel’s Mach-
shava takes a similar approach, with 
an annual conference, courses, and 
summer seminars aimed at fostering 
professional leadership. In England, 
a grass-roots group called Computing 
at School (CAS) has formed a partner-
ship with the British Computer Society 
to sponsor workshops and coordinate 
advocacy efforts.

 “Everybody’s picked up this sense 
that change is in the air, and that teach-
ers who want to stay on top of this have 
got to be proactive,” says Furber. “The 
good news is CAS membership went 
up from 300 to 600 or 700” after the 
publication of Shut Down or Restart. 
“The bad news is that’s still only one 
teacher for every 10 secondary schools 
in the country.”

A variety of university-led programs 
have begun to appear, as well. Purdue 
University’s CS4EDU is a joint effort be-
tween computer science faculty and the 
school’s College of Education to create 
a teaching licensure program that pre-
pares education majors to teach com-
puter science in secondary schools. 
Carnegie Mellon’s CS4HS reaches out 
to current high school teachers through 
workshops aimed to help them teach 
computer science principles; it has 
since received funding from Google’s 
Education Group. Finally, there are re-
gional initiatives like Jane Margolis’s 

Managing the way  
CS is taught can  
be a challenge even 
for countries that 
have a standard 
national curriculum.

Milestones

CS Awards
The Royal Society and 
National Center for Women 
& Information Technology 
(NCWIT) recently honored five 
leading computer scientists.

Royal Society  
Milner Award
The newly created Royal 
Society Milner Award is given 
for outstanding achievement 
in computer science by a 
European researcher. The 
inaugural recipient is Gordon D. 
Plotkin, professor of theoretical 
computer science, University of 
Edinburgh, who was selected 
for “his fundamental research 
into programming semantics 
with lasting impact on both 
the principles and design of 
programming languages.”

NCWIT Undergraduate 
Research Mentoring 
Award
NCWIT recently announced 
the inaugural recipients of 
its Undergraduate Research 
Mentoring Award. Four computer 
scientists were selected “for 
their outstanding mentorship, 
creation of high‑quality research 
opportunities, recruitment of 
women and minority students, 
and efforts to encourage and 
advance undergraduate students 
in computing‑related fields.” The 
2012 recipients are:

˲˲ Diana Franklin, tenure‑equiv-
alent teaching faculty, University 
of California, Santa Barbara. 
Franklin has developed a reten-
tion pipeline by recruiting stu-
dents during their freshman year 
and has mentored 18 students, 
half of whom are female or from 
other underrepresented groups. 

˲˲ Juan Gilbert, IDEaS professor 
and chair of the Human‑Cen-
tered Computing Division, Clem-
son University. Gilbert’s lab is 
home to nearly 8% of the nation’s 
African‑American computer sci-
ence Ph.D. students. 

˲˲ Scott McCrickard, associ-
ate professor, Virginia Tech. 
McCrickard conducted specific, 
targeted outreach to undergradu-
ate women by partnering with 
local women’s colleges. 

˲˲ Mingrui Zhang, profes-
sor, Winona State University. 
Though his computer science 
department’s student body is 
only 4% female, Zhang actively 
recruits women to his research 
programs and seeks funding to 
support them. 

—Jack Rosenberger 

http://www.edinburghguide.com/video/deregulateandgoglobalgooglechieftellstvfest
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W
hat should a company 
be worth? This simple 
question is difficult to 
answer and became a 
heated topic of debate 

with the public debut of Facebook in 
this past May. The social networking gi-
ant, now with close to one billion users, 
opened with an initial public offering 
(IPO) stock price of $38 and a market 
value of $104 billion. These numbers 
quickly fell 25% within a week.5,6 Then 
Facebook disappointed investors with 
its first earnings announcement in late 
July, showing “only” 32% growth over 
the prior year. The company had higher 
costs and took $1.3 billion in charges 
related to pre-IPO stock compensa-
tion. Analysts also worried that too 
many users were accessing Facebook 
on mobile devices, resulting in lower 
growth rates for ad revenues as well as 
reduced operating profits. Not surpris-
ingly, the stock price dropped another 
20% or so overnight.8 Where the com-
pany’s market value will end up, no one 
knows. But how low or high should the 
IPO stock price have been? 

Most new software and Internet 
services companies pay little or no 

dividends, do not place much empha-
sis on profits, and invest mainly in in-
tellectual capital rather than physical 
assets. Therefore, traditional metrics 
used to value a company, such as divi-
dend yields, price-to-earnings ratios, 
or return on assets, do not work well. 
Nonetheless, investment bankers will 
suggest a value, investors will consider 
whether or not to invest, and analysts 
will comment after the fact. One col-
umnist for The Wall Street Journal, for 
example, argued that Facebook’s ini-
tial price should have been no more 

than $13.80—if investors were to 
achieve average stock market returns 
(11% annually) and a Google-like mar-
ket valuation-to-sales ratio five years 
from now (currently 6 or 7 to 1 com-
pared to 15 times revenues at its 2003 
IPO). The lower stock price implies 
Facebook should have been worth at 
IPO no more than $38 billion.2 

Zynga and Groupon have also fall-
en steeply from their IPO prices, giv-
ing many investors reason to pause: 
Facebook and its entire generation 
of social media stocks may all have 
been overvalued. My purpose in this 
column is not to speculate on prices 
but to make two more-general obser-
vations: First, I can see no way to de-
termine the short-term market value 
of a company, before or after IPO, 
with any type of “scientific” precision. 
And second, investors can still use 
some “objective” metrics to consider 
whether a company might become a 
good long-term investment. To make 
this judgment, we need to understand 
the underlying economics of the busi-
ness—how a company makes and 
spends money, as well as how fast it is 
growing relative to its peers. 

Technology Strategy  
and Management 
Reflecting on the Facebook IPO 
Exploring some factors that reflect a company’s worth.
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(Of course, we now know these num-
bers excluded the $1.3 billion in stock-
related charges that Facebook took in 
the first quarter after its IPO!)

At the bottom is the professional so-
cial networking firm LinkedIn, a prom-
inent 2011 IPO and the smallest firm 
on the list in sales. It has only 4% oper-
ating profits. But a young firm should 
be spending heavily on salespeople, 
ads and marketing campaigns, and 
new products and services. Operating 
profits represent money left over after 
these expenses and the direct cost of 
sales (as well as some other expenses). 
It would not be surprising for LinkedIn 
to rank low in operating profits if it has 
been investing in growth.

The next column gets a lot of at-
tention in business schools and the 
business press: gross margin. This rep-
resents sales minus the direct cost of 
making those sales. In conventional 
manufacturing, like automobiles or 

For example, Table 1 compares 
Facebook with several companies 
frequently in the news—Microsoft, 
Google, Oracle, Apple, Infosys, SAP, 
IBM, Salesforce, and LinkedIn. The 
data is from the prior fiscal year, with 
market values as of January 2012 ex-
cept for Facebook, for which I use its 
IPO value from May 2012. The order 
is determined by the second column, 
which is operating profit percentage 
(profits from ongoing operations, be-
fore taxes, divided by sales—exclud-
ing extraordinary income like sales 
of real estate or a business division). 
Every year I compile such a list and 
Microsoft nearly always comes out on 
top—at least partially the result of sell-
ing not hardware but packaged soft-
ware products, which comprise 90% of 
revenues (the last column in Table 1). 
On this measure of operating perfor-
mance, Facebook does extraordinary 
well—beating Microsoft, 47% to 39%. 

semiconductors, this is an important 
number because it is costly to bend 
metal, mold plastic, or transform sili-
con wafers into microprocessors. It is 
also revealing in professional service 
businesses like Infosys or the consult-
ing divisions of SAP, Oracle, and IBM 
because it represents the direct costs 
(mostly personnel) of delivering those 
services. In software products or Inter-
net services, this is not the case. The 
marginal cost of replicating any digi-
tal good is close to zero, though In-
ternet services can require big invest-
ments in server farms. But, in general, 
companies that do not rely on physical 
products or labor-intensive services 
should do well on this metric, and this 
is what we see. 

LinkedIn leads in gross margins 
(84%), followed by Salesforce.com 
(80%), the pioneer in Software as a 
Service (SaaS), and then Microsoft 
(78%) and Facebook (77%). The lag-

http://Salesforce.com
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gard is Apple (41%), which also trailed 
Microsoft, Google, and Oracle (in ad-
dition to Facebook) in operating prof-
it rate. Apple’s innovative iPhone, 
iPad, iPod, and iMac products are at 
the core of its strategy, and it can still 
charge a premium. But the low gross 
margin reflects that Apple’s direct 
costs of making products are much 
higher than at software or Internet 
service companies. The more rev-
enue Apple generates from automat-
ed digital services, software sales, or 
transaction fees through iTunes, App 
Store, iCloud, iBooks, and iAds, then 
the more its gross margins are likely 
to rise.

What about market value times pri-
or year sales? LinkedIn’s IPO price in 
May 2011 was $45 per share, with an 
initial market value of $4.25 billion.7 
This was 17 times 2010 revenues of 
$243 million. A year later, LinkedIn 
still leads with a valuation of 13 times 
2011 revenues ($522 million). Sales-
force.com is next (9x), while at the 
bottom we see IBM (2x) and Microsoft 
(3x). Even Apple is only 4x—remark-
ably low for a company that grew sales 
66%. Why is that?

LinkedIn’s valuation makes more 
sense when we look at the next col-
umn—sales growth rate (versus the 
prior year). Here again, LinkedIn 

leads at 215%, though 2010 revenues 
were small. Facebook again impresses 
at 88%. By contrast, IBM lags at 4%. 
Low growth and low operating profits 
(19%) help explain why IBM’s market 
value is so low.

Another metric is productivity—here 
defined as total sales divided by year-
end employees. Our star is Apple ($1.7 
million per employee), followed by 
Google and Facebook (each with $1.2 
million per employee). But we need to 
look at other metrics to interpret this 
number. For example, comparing sales 
productivity with gross margins indi-
cates if a firm has high sales costs and 
production expenses—which Apple 
does, making its high nominal sales 
productivity less impressive. 

An IT services company like Infosys 
should struggle in sales productivity 
and it does ($46,000 per employee). It 
can compensate by paying low wages 
and using lots of people to generate 
revenues. In fact, Infosys does this 
and had impressive gross margins 
(42%, better than Apple) and a notably 
high operating profit rate (29%, mere-
ly 2% behind Apple). Investors appar-
ently see this and high growth (26%) 
and value Infosys (5x sales) more than 
Apple, Oracle, and SAP (4x) or Micro-
soft (3x) and IBM (2x). But Infosys’ 
dependence on labor-intensive ser-
vices (95% of sales) suggests that fu-
ture growth will be difficult. Historical 
data suggests Infosys grows revenues 
at approximately a 1:1 ratio to increas-
es in employees. In 2011, Infosys had 
131,000 employees and sales of $6 

Table 1. Comparing Facebook with other companies.  

2010/  
11 Jan. 2012

Prior Year 
Sales ($B) Op. Profit %

Gross  
Margin %

Market Value 
x Sales

Sales 
Growth % Sales/Person

Sales,  
Mktg, GA% R&D%

Product 
Sales%

Facebook $3.7 47% 77% 28x 88% $1.2 M 20% 10% 15%

Microsoft $70 39% 78% 3x 12% $778 K 26% 13% 90%

Google $29 35% 65% 7x 24% $1.2 M 16% 13% 4%

Oracle $36 34% 76% 4x 33% $333 K 21% 13% 38%

Apple $108 31% 41% 4x 66% $1.7 M 7% 2% 94%

Infosys $6 29% 42% 5x 26% $46 K 12% 2% 5%

SAP $16.5 21% 69% 4x 17% $308 K 26% 14% 26%

IBM $100 19% 46% 2x 4% $234 K 19% 6% 41%

Salesforce $1.7 6% 80% 9x 27% $321 K 63% 11% 94%

Linkedin $0.52 4% 84% 13x 215% $260 K 46% 25% 20%

Source: Compiled from company 10-K, 20-F, and S-1 reports submitted to the U.S. Securities and Exchange Commission,  
available on the company Web sites under Investor Relations.

Table 2. Examining the Salesforce.com profit rate. 

Salesforce.com 2011 ($million) Percentage

Revenues $1,657 100%

Subscription and Support 1,551 94

Professional Services, etc. 106 6

Cost of Revenues 324 20

Subscription and Support 208 13

Professional Services, etc. 116 7

Gross profit (and gross margin) 1,333 80

Operating expenses w

Research and development 188 11

Marketing and sales 792 48

General and administrative 256 15

Total operating costs 1,236 74

Operating profit 97 6

Source: Calculated from Salesforce.com, Inc., “Form 10-K,” Washington, D.C.: United States Securities and Exchange 
Commission Fiscal Year Ended January 31, 2011, p. 31.

http://Salesforce.com
http://Salesforce.com
http://Salesforce.com
http://Salesforce.com
http://Salesforce.com
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billion. It also reported employee at-
trition of 17%.3 To grow sales again by 
26% in 2012, assuming the same sales 
productivity, Infosys must hire 34,000 
employees plus another 22,000 to re-
place departures!

Other numbers help explain why 
gross margins can be high and operat-
ing profits low: general expenses that 
come after the direct cost of sales (but 
still before taxes). For software prod-
ucts and SaaS companies, and for In-
ternet service companies like Google 
and Facebook, these expenses can be 
huge. Salesforce.com spent a whop-
ping 63% of 2011 revenues simply on 
sales, marketing, and general and ad-
ministrative expenses. Add to this 11% 
of sales spent on research and devel-
opment (R&D) and we get 74%. Com-
bined with a 20% cost of sales (the in-
verse of the 80% gross margin), we can 
see why Salesforce.com managed a 
profit rate of only 6% (see Table 2). The 
company was indeed investing heavily 
to achieve a 27% growth rate. 

Similarly, LinkedIn spent 46% of 
revenues on sales, marketing, and 
general and administrative expenses, 
and 25% on research and develop-
ment: 71%. This total, combined with 
16% direct cost of sales (100 minus 
84% gross margin), and another 9% of 
sales in other expenses,4 explains why 
LinkedIn shows just 4% of sales as 
operating profit. But investors seem 
to like LinkedIn nonetheless, possi-
bly due to high growth and because 
it does not simply rely on advertising. 
Fifty percent of last year’s revenues 
came from job placement fees paid 
by corporate clients and another 20% 
from premium subscriptions (“prod-
uct sales”).4

We can also understand Apple’s op-
erating profit rate of 31% more clearly, 
as well as its low valuation. Apple’s 
growth has been so high (66%) that 
revenues have probably outpaced pri-
or-year plans for expenses, leaving a 
surprisingly low percentages for sales, 
marketing, and administration costs 
(7% of sales) and research and devel-
opment (2%). Only Infosys (2%) was 
in Apple’s territory for R&D spending. 
But, as a service company, with merely 
5% product sales, we expect Infosys to 
do little research and development. 
We expect Apple to do a lot, and its 
expense ratios will rise quickly if and 

when growth slows. Perhaps investors 
do not believe Apple can continue to 
grow so fast so cheaply.

The last column in Table 1 points 
to percentage of revenues coming 
from new product sales. The balance 
of revenues comes mainly from ser-
vices or maintenance, including soft-
ware license renewals. New product 
sales or subscriptions in software and 
some hardware businesses (like the 
iPhone) have high gross margins and 
high growth potential without adding 
costly headcount or expensive facto-
ries. It is a useful metric for Microsoft, 
Oracle, SAP, and Salesforce.com, and 
even for Apple and IBM, but has little 
meaning for Google and Facebook. 
Their “products” are free automated 
services like searching the Internet 
or connecting with friends. What they 
sell is primarily advertising. Facebook 
logged some virtual goods and tech-
nology sales (mostly to Zynga), but 
these amounted to only 15% of rev-
enues.1 SaaS companies are hybrids 
with a product delivered and priced 
like a service, with some technical 
support and maintenance bundled 
into a monthly fee. But they still can 
have very high gross margins and scale 
economies. This is why Salesforce.
com and LinkedIn should have high 
valuations as long as they are growing 
fast. But their high expense ratios are 
worrisome for the future. 

Conclusion
The Facebook IPO price seems very 
expensive in retrospect and assumed 
a continuation of extremely high 
growth (and profit) rates. But there re-
ally is no way to determine what the 

price should have been in advance. 
On “objective” measures like sales 
growth as well as operating profits, 
gross margin, sales productivity, and 
expense ratios, the company looked 
very strong prior to the IPO and sol-
idly in the class of Microsoft, Google, 
Apple, and other elite performers. The 
obvious unknown is how much and 
how fast Facebook will continue to 
grow, and how much that growth will 
cost. User behavior with mobile ads 
is apparently different and less prof-
itable than with PCs, and Facebook 
will have to adjust. Investors must 
also adjust their expectations as they 
speculate about the future. For ex-
ample, if Facebook can average 32% 
annual growth for the next five years, 
and if the stock price and market cap 
recover to the IPO level, then the mul-
tiple will be a Google-like 7x in 2016. 
Facebook will then seem much less 
expensive. But these are big “if’s.” The 
bottom line? There may be no science 
to IPO pricing, but even a quick look 
at the economics of the business, with 
some reasonable extrapolations and 
comparisons to peer firms, does shed 
some light on what a company is likely 
to be worth in the future. 	
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The Business of Software  
The Goldilocks Estimate 
Balancing two extremes in project estimation.
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B
e n  was hurr ying  to his 
next meeting when his boss 
stopped him in the hallway. 
“Ben, I’m heading up to the 
CEO’s office for the budget-

ing meeting,” he said. “Remember the 
system upgrade we talked about the 
other day? Could you give me a quick 
ballpark dollar figure that I can take to 
the boss just as an example? You won’t 
be held to it, of course…”

The Drive-By Estimate
A drive-by estimate occurs when a se-
nior manager corners a subordinate 
and demands an immediate answer to 
the estimation questions: “When can 
we get this project done?”  “How much 
will it cost?” and “How many people do 
we need?” Depending on how much 
pressure is applied, the unhappy es-
timator must produce some numbers 
and do it quickly, usually without much 
research. Estimates derived this way are 
normally of low quality and making any 
kind of critical business decision based 
on them is dangerous and often costly.

The Never-Ending Estimate
At the opposite extreme, sometimes es-
timation can be a process that goes on 
and on and on. To make an estimate 
“safer” and more “accurate,” organiza-
tions may try to remove all the uncer-
tainty in the project and the data they 
use to create the estimate. One way to 
reduce uncertainty is simply to spend 
more time and effort in analyzing the 
situation—spending more time and ef-
fort on something almost always pro-
duces a better outcome. However, when 
estimating a project, the work we have to 
do to remove the uncertainty in the esti-

easy to find and fix. As we progressively 
clean up the more obvious issues, the 
remaining ones tend to be more ob-
scure, ambiguous, and difficult to find 
and it takes us longer and longer to re-
solve the next uncertain item.

Linear Cost
If we allocate a certain number of peo-
ple to produce an estimate and let them 
work until we are “satisfied” with the 
result (whatever that might mean), the 
cost profile will be linear and ascending 
with respect to time and effort. The com-
bination of these two graphs produces a 
U-shaped profile, as shown in the figure 
here. Too far to the left and the likely 
cost of a poor estimate will be high. Too 
far to the right and the work done in pro-
ducing the estimate is not balanced by 

mate is pretty much the same work we 
have to do to actually run the project. I 
have seen companies where, in order to 
decide if they should run a project and 
what resources it will need, they de facto 
run the project and use up the resources.

Ideally, an estimation process would 
aim for the Goldilocks “sweet spot” 
where we spend enough time and effort 
on the estimate to be sufficiently confi-
dent in the result, but not so much that 
we overengineer the estimate and actu-
ally start working the project.

Inverse Exponential Value
Most uncertainty reduction processes 
(such as inspections, testing, and es-
timation) follow an exponential decay 
curve. Initially there is a lot of low-hang-
ing fruit—items that are quite clear and 
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Cost versus the time and effort to produce an estimate.

Time and effort to produce an estimate

C
os

t

Cost of Project of Variance in Estimate

Cost of Project to Produce Estimate

Overall Cost

Spending too little time or 
effort on an estimate results 
in a high risk of variance—the 
estimate is not "accurate"

Spending too much time and 
effort may "overengineer" the 
project, plus time is passing 
and the project is not running

Ideally, we would spend 
just enough time and 
effort to produce the 
most valuable estimate in 
the time available
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its value. Indeed, the project might actu-
ally be going ahead without its funding 
being reviewed and approved.  

The optimal estimate time and cost 
occurs at the saddle point and we can 
calculate where that should be. It will 
not be the same point for the early fea-
sibility assessment of a very large com-
plex system and for late planning of a 
very small simple system so we need to 
adjust for different types of projects. 
NASA’s Deep Space Network (DSN) 
project1 developed a mechanism for 
this calculation based on just two sim-
ple parameters:

˲˲ Target Cost of Project. This is the 
goal cost of the project as first envis-
aged in the project concept. It is not the 
estimated cost of the project (which 
has not been calculated yet). The ra-
tionale is, when we expect and plan to 
spend a lot of money on a project, we 
should also expect to spend propor-
tionally more for the estimate, simply 
because more is at risk.

˲˲ The Business Practice being Sup-
ported. Very early in a project, it is nor-
mal that the data available is sparse, am-
biguous, and of low quality. At this point 
in time, the business practice being 
supported is a conceptual one: should 
we consider this project? If we were to 
invest in it, would we get a reasonable 
return? For such estimates, investing 
too much time and effort is usually not 
worthwhile. The estimate produced will 
be (or should be) only used to approve 
the project for continued analysis or to 

reject it altogether. In the latter case, 
developing a highly detailed and expen-
sive estimate for a project that will not 
even start is not a good use of resources.

Later in a life cycle, assuming the 
project has been given the go-ahead, 
we have better data and we are at the 
point of committing significant re-
sources to move the project forward. 
Therefore it is worth spending more 
time and money to produce an esti-
mate. Here the business practice being 
supported is one of financial budget-
ing and resource allocation.

Later still, when the resources have 
been allocated and the project is ready 
to launch, we need even more detailed 
estimates and we often have high-
quality data to support them. These 
estimates will provide the bounding 
box inside which the project plan will 
sit and supports the project and man-
power planning activity.

The Formula. The formula devised 
by NASA is a simple one:

Cost_of_Estimate = Practice_Parameter 
* Target_Cost0.35

Where the values of Practice_Parameter 
are related to the estimation phase by 
Table 1, and the exponent of 0.35 is 
fixed (for NASA).

Using the Formula. Since the for-
mula only uses two simple parameters, 
it is easy to apply—a project with a Tar-
get Cost of (say) $10m should expect to 
spend the amounts given in Table 2. 
Simply by dividing the cost by a person-
nel rate we can arrive at a simple effort 
value and using a personnel loading 
factor we can deduce an approximate 
schedule to produce the estimate. Us-
ing an average personnel rate of $100/
staff hour and three people allocated 
half time of eight-hour days to produc-
ing these estimates, our $10m project 
estimates would take the effort and 
time given in Table 3.

Some Caveats
There are some caveats to using this 
approach intelligently, three of which 
I will address here. One is that the ef-
fort/time ratio is not linear for heavy 
staff loading—we cannot get the 
68 Staff Hour estimate in one hour 
elapsed time by putting 68 people on 
the task for instance.

Secondly the calculation is driven by 

the Target Cost which is only, well, a tar-
get. What happens if the target is way 
off? A common result of producing an 
estimate based on the calculated time 
and effort determined by this formula 
is that we find the Target Cost is actu-
ally not achievable. This is, of course, 
the point of creating the estimate. In 
this case it is perfectly appropriate to 
expend whatever extra time and effort 
is indicated by the new (estimated) cost 
to further refine the estimate.

Also, the formula assumes the qual-
ity of data is only dependent on the 
phase and target cost, so the Planning 
Estimate for two $10m projects would 
be equivalent. If this is not the case, if 
one project is dealing with well-known 
quantities while the other is something 
completely new, some adjustment to 
the estimate effort might be necessary. 
The key thing is to control the estimate 
investment to achieve the most opti-
mal cost-effective result.

The Never-Ending Drive-By
After Ben’s boss had taken the ball-
park numbers to the CEO they were, 
quite predictably, cast in concrete and 
used to fund the project—though only 
after they were trimmed somewhat to 
take out the “fat.” The resulting project 
was a case study in under-resourcing 
and experienced enormous overruns. 
Having learned their lesson from this, 
much greater “accuracy” was demand-
ed of future estimates, to the point that 
it was decreed that the project manager 
would be held personally responsible 
for any variation from the estimate of 
more than 5%—plus or minus(!). Using 
these guidelines, producing the “es-
timate” on a subsequent project took 
close to 35% of the expected budget 
before it was decided it should be can-
celed. Both extremes, of course, drew 
the public ire of senior executives.

Clearly, in the business of software, 
our estimation effort needs to be “just 
right” if we are not to suffer the anger 
of Papa Bear.	
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Table 1. Phase estimation.

Phase Expected Precision Value 

Concept Order of Magnitude 24

Commitment Budgetary Estimate 60

Planning Definitive Estimate 115

Table 2. Cost estimation.

Estimate Type Cost of Estimate

Concept Estimate $6,764

Commitment Estimate $16,910

Planning Estimate $32,411

Table 3. Effort and time estimation. 

Estimate Type Effort Value 

Concept Estimate 68 SHrs 6 Days

Commitment Estimate 169 SHrs 14 Days

Planning Estimate 324 SHrs 27 Days

mailto:armour@corvusintl.com
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T
he  pr ima r y m es sag e  of this 
column is that optimizing 
computer-related alterna-
tives in the short term may 
be seriously detrimental in 

the long term, particularly where trust-
worthy behavior is essential—with 
respect to satisfying requirements for 
security, reliability, resilience, human 
safety, human usability, and so on. 
In general, we know from experience 
that it can be very difficult to retrofit 
systems with new implementations to 
make them trustworthy, especially if 
they were developed on insecure plat-
forms without the benefit of security-
aware development practices. Thus, 
a well-reasoned understanding of the 
trade-offs is essential before potential-
ly sacrificing possible future opportu-
nities in an effort to satisfy short-term 
goals. One complicating factor is that 
much more knowledge of the past and 
the present—and appreciation of the 
effects of possible futures—is needed 
to intelligently making such trade-offs.

This column is intended for a di-
verse audience relating to comput-
er-related risks, including notably 
researchers, system developers, cur-
ricula creators, teachers, politicians, 
and many others. The starting point is 
that almost everything that we neces-
sarily must depend on relating to in-
formation systems, networks, and na-
tional infrastructures is today for the 
most part riddled with flaws that can 
be exploited or triggered as a result of 
willful or accidental misuse, hardware 
and software failures, environmental 

hazards such as power outages and 
earthquakes, and so on. Similarly, 
there is often an inherent dependence 
on system administrators, with the 
hope that they are nearly infallible.

For example, software vendors 
tend to release new system versions 
with known bugs, realizing that they 
can economize by letting users and 
application developers discover the 
bugs! Critics might argue that this 
can lead to problems that could be 
avoided if the designers analyzed 
long-term consequences—including 

anticipating attacks exploiting seri-
ous vulnerabilities. In addition, some 
software tends to outlive hardware, 
with flawed software sometimes lin-
gering on. Worse yet, bad interfaces 
tend to persist—due to commitments 
on backward compatibility. Further-
more, easy programmability and a 
desire for lowest common denomina-
tors often trumps the advantages of 
functional abstractions, strong typ-
ing, controlled memory management, 
formal reasoning, and other somewhat 
more farsighted approaches.

doi:10.1145/2347736.2347746	 Peter G. Neumann 

Inside Risks   
The Foresight Saga, 
Redux 
Short-term thinking is the enemy of the long-term future.
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As another example, hardware ar-
chitectures that enabled trustworthy 
layered enforcement of fine-grained 
least-privilege access policies are 
no longer in the mainstream, which 
tends to limit the trustworthiness 
that can be achieved in software. 
Also, problematic hardware instruc-
tions tend to survive, again for back-
ward compatibility.

The resulting shortfalls with respect 
to desired system, network, and en-
terprise behavior can be very serious. 
That has been noted repeatedly in the 
preceding 227 Inside Risks columns 
(including a similarly titled column5), 
and does not need much further elabo-
ration here.

Some inspiration for writing this 
column came from the ACM Turing 
Centenary Celebration this past June, 
which attempted to look back at the 
past and to consider what might hap-
pen in the future. The talks by the 
Turing laureates and other invited 
participants ranged from near to far 
into both the past and the future—re-
minding us of some of the laureates’ 
important past contributions, while at 
the same time giving diverse perspec-
tives on the future.

Consider some of the general guid-
ance that has emerged from our col-
lective pasts. This may seem similar to 
earlier Inside Risks columns, but bears 
repeating because it is not widely ob-
served in practice.

Requirements. We should anticipate 
the long-term needs that a system or 
network of systems must satisfy, and 
plan the development to overcome 
potential obstacles that might arise, 
even if the initial focus is on only 
short-term needs. This might seem to 
be common wisdom, but is in reality 
quite rare. Common requirements for 
security, reliability, fault tolerance, 
resilience, diagnostic ability, adapt-
ability, human safety, interoperabil-
ity, long-term evolvability, trustwor-
thiness, and assurance evaluations 
are generally much too weak. Further-
more, highly distributed control with 
highly networked or cloud-dependent 
systems demands much greater fore-
sight. Also, refining requirements on 
the fly often causes serious develop-
ment problems.

System development. We can gain 
significantly by using effective de-

sign methodologies, basic principles, 
well-reasoned system/network archi-
tectures, horizontal (modular) and 
vertical (layered) abstraction with en-
capsulation and strong typing, predict-
able composability, use of formal meth-
ods for assurance where most effective, 
suitable choices of languages for re-
quirements, specifications, program-
ming, and so on—compatible with the 
sophistication of the requirements and 
the expertise of the developers.

Research. Solving problems more 
generally with preplanned evolu-
tion, rather than just barely attain-
ing short-term requirements, can 
be very advantageous. With some 
foresight and care, this can be done 
without losing much efficiency. Of-
ten a slightly more general solution 
can prove to be more effective in the 
long run. There is much to be gained 
from farsighted thinking that also 
enables short-term achievements. 
Thus, it seems most wise not to focus 
on one without the other. Some new 
clean-slate approaches are emerging 
in response to the needs for much 
greater system and enterprise trust-
worthiness, as are executable hard-
ware-software co-design languages 
(for example, see Dave1). Such efforts 
have long-term goals, but can also 
have significant short-term results—
especially in an ongoing formally 
based hybrid capability-based hard-
ware-software architecture,6,7 which 
allows legacy software to coexist se-
curely with newly developed highly 
trustworthy hardware-software.

Roles of science and engineering. 
Computer science has evolved into 
a very useful collection of scientific 

principles and methods, with sig-
nificant advances in many areas—al-
though the use of systemwide metrics 
and evaluations of trustworthiness 
still have significant room for advanc-
es. On the other hand, the so-called 
field of software engineering is still 
sorely lacking in engineering founda-
tions and discipline, and therefore 
unlike well-established engineering 
fields. Theoretical bases and sup-
porting tools can be very helpful to 
engineering practice, in simplifying 
and analyzing complex systems, and 
especially when it comes to long-term 
thinking. Metatheories enhancing the 
predictable composition of require-
ments, subsystems, and measures of 
trustworthiness enabling evaluations 
of emergent properties of entire sys-
tems would be extraordinarily valu-
able in facilitating long-term thinking.

Experimentation. Experimental 
computer science and engineering 
tend to lurk in the background some-
what as orphan stepchildren. Explo-
ration of alternative system architec-
tures, easily reconfigured testbeds, 
parameterizable symbolic analyses 
and simulations, layered composable 
evaluations, and so on would all be very 
supportive of long-term thinking.

Education. We must do better at 
teaching principles and theoretical 
bases, not just how to write programs 
or use tools for development and 
analysis. Thinking to support long-
term advances requires much more 
than rote learning, lowest-common 
denominator standards and academic 
evaluation criteria, and short-sighted 
elimination of historically relevant de-
partments deemed of less commercial 
value. In a down economy, farsighted 
education remains a most essential 
need for the future.

People. Accepting that to err is hu-
man, and that malicious misuse is 
here to stay on an increasingly more 
pervasive scale, we need to spend 
more effort on anticipating the poten-
tial shortcomings of system interfaces 
for human-system interactions, and 
design systems that are much more 
people tolerant and people resilient. 
The burden on today’s system admin-
istrators is enormous, but could also 
be greatly reduced by the presence of 
more long-term thinking in system de-
sign and implementations.

There is much  
to be gained 
from farsighted 
thinking that also 
enables short-term 
achievements. 
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Cognitive vs. subconscious thinking. 
A recent book by Daniel Kahnemann2 
revisits some of the earlier studies of 
left-brain (logical, linear, methodi-
cal) versus right-brain (intuitive, 
subconscious, out of the box) think-
ing. Our educational systems tend 
to prod the former, while in some 
cases neglecting the latter. Kahn-
emann’s fast thinking (more or less 
right brain) tends to be checked or 
modulated by slow thinking (more or 
less left brain). What is important in 
the present context is that long-term 
thinking inherently requires a well-
integrated combination of both4 as 
applied to computer system develop-
ment). A holistic balance of human 
intelligence, experience, memory, 
ingenuity, creativity, and collective 
wisdom, with slow and fast thinking, 
is extremely valuable in exploring the 
trade-offs between short-term gains 
and long-term potentials within some 
sort of holistic big-picture foresight.

Innovation. New computing tech-
nologies tend to introduce new secu-
rity vulnerabilities, as well as reintro-
duce earlier ones. This has occurred 
over many decades, with buffer-over-
flow attacks, man-in-the-middle at-
tacks (for example, Needham-Schro-
eder), distributed denial-of-service 
attacks, physical attacks on crypto and 
mobile devices, spam, and both large-
scale and targeted social engineering. 
When security problems continually 
recur, it might be time to do some-
thing different. Perhaps this tendency 
can be overcome with formally based 
architectures and developments.

High assurance. Formal methods 
have always had enormous promise, 
but have been very difficult to use. 
As they become more integrally and 
seamlessly embedded in the devel-
opment process and more diverse 
(encompassing a variety of solvers), 
they may finally become more viable. 
The biggest remaining challenge 
may involve designing and analyz-
ing systems that are composed from 
components that themselves have 
been thoroughly analyzed and whose 
analyses are themselves composable.

Reliance on the marketplace. Mar-
ket success in hardware and software 
tends to produce winners that may 
not be adequately trustworthy. The al-
ternative of clean-slate developments 

is generally unpopular and difficult 
to pursue in commercial enterprises, 
but currently reborn in several DARPA 
research and development programs 
such as CRASH (Clean-slate design 
of Resilient, Adaptable, Survivable 
Hosts) and MRC (Mission-oriented 
Resilient Clouds).

Interactions with other disciplines. 
All of the considerations noted here 
can be much more effective if motivat-
ed by real applications such as medi-
cal information systems, telerobotic 
surgery systems, real-time control sys-
tems, low-power multipurpose mobile 
devices, and so on. The application of 
long-term thinking to such applica-
tions is essential to ensure satisfac-
tion of their critical requirements. An 
earlier article3 characterizes the holis-
tic nature of energy, agriculture, and 
health care—each of which requires a 
deeper understanding of the need for 
long-term thinking—and contrasts 
them with various computer-related 
risks issues.

A few illustrative requirements:
Computer system security and in-

tegrity. The relative ease of perpetrat-
ing certain attacks such as viruses, 
worms, and exploits such as Conficker 
and Stuxnet suggests that long-term 
concerns have been largely ignored. 
With particular attention to critical 
national infrastructure systems, we 
seem to have arrived at lowest-common-
denominator systems and have had 
to live with them, in the absence of 
better alternatives. The standards for 
acceptable levels of security and best 
practices are typically much too sim-
plistic and basically inadequate. Rel-
evant efforts of various research and 
development communities seem to 
be largely ignored.

Computer-aided elections suffer from 
all of the aforementioned difficulties, 
plus more. The proprietary nature of 
commercial systems is a serious obsta-
cle to meaningful oversight, as is the 
lack of constructive integrity through-
out the entire election cycle, the lack 
of incisive audit trails, extensive op-
portunities for insider misuse of tech-
nology, and manipulation of the ex-
ternalities—for example, registration, 
authentication, disenfranchisement, 
and so on.

The financial crises of the past few 
years present another example in which 
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Calendar 
of Events
October 15–18
31st International Conference on 
Conceptual Modelings,
Florence, Italy,
Contact: De Antonellis Valeria,
Email: valeria.deantonellis@ing. 
unibs.it

October 15–19
ACM SIGUCCS Annual 
Conference,
Memphis, TN,
Sponsored: SIGUCCS,
Contact: Carol Rhodes,
Phone: 812-856-2007,
Email: csrhodes@indiana.edu

October 15–19
Conference on Systems,  
Programming, and 
Applications: Software for 
Humanity,
Tucson, AZ,
Sponsored: SIGPLAN,
Contact: Gary T. Leavens,
Phone: 407-823-4758,
Email: leavens@eecs.ucf.edu

October 21–24
Conference on Systems,  
Programming, and 
Applications: Software for 
Humanity,
Tucson, AZ,
Sponsored: SIGPLAN,
Contact: Gary T. Leavens,
Phone: 407-823-4758,
Email: leavens@eecs.ucf.edu

October 22–24
The 14th International ACM 
SIGACCESS Conference on 
Computers and Accessibility,
Boulder, CO,
Sponsored: SIGACCESS,
Contact: Matt Huenerfauth,
Phone: 646-639-3815,
Email: matt@cs.qc.cuny.edu

October 22–26
International Conference on  
Network and Service 
Management,
Las Vegas, NV,
Contact: Medhi Deep,
Email: dmedhi@umkc.edu

October 22–26
5th International Conference 
of Security of Information and 
Networks,
Jaipur, India,
Contact: Manoj Singh Gaur,
Email: gaurms@gmail.com

the almost total absence of realistic long-
term thinking and oversight contributed 
to worldwide economic problems. Op-
timizing for short-term gains often 
tends to run counter to long-term suc-
cess (except for the insider investors, 
who having taken their profits have lit-
tle interest in the more distant future). 
Although this may not seem like a typi-
cal Inside Risks case, it is certainly il-
lustrative of the main theme here.

The Future
The ACM Risks Forum has helped dra-
matize past experiences with the ef-
fects of design faults, system security 
vulnerabilities, system failures and er-
rors, and the pervasive roles of people 
throughout. Previous columns have 
highlighted the importance of under-
standing these experiences and apply-
ing them diligently in the future.

Social engineering (exploiting hu-
man weaknesses) is a significant factor 
in system penetrations, inadvertent in-
sider misuse, and above all the spread 
of malicious malware and other forms 
of malicious misuse combined with the 
existence of vulnerable systems whose 
exploitation permits email and Web-
based scams to facilitate online identity 
fraud and other forms of malfeasance. 
For example, innocently clicking on 
a seemingly legitimate link is a com-
mon failing. Ultimately, no matter how 
trustworthy individual hosts, servers, 
and networks might become, users 
will need much greater help in detect-
ing and avoiding scams and deception. 
For example, human frailties such as 
greed, gullibility, and obliviousness 
to the risks will clearly persist. Thus, 
widespread computer literacy is an ur-
gent goal, involving both short-term 
and long-term aspects. Nevertheless, 
designing systems, networks, and ap-
plications that wherever possible effec-
tively mask the overall complexity and 
concerns for trustworthiness must also 
be a long-term goal.

Conclusion
Although this column has barely 
scratched the surface of an iceberg-
like collection of problems, it address-
es the need for urgently developing 
compelling logical and realistic jus-
tifications for embedding long-term 
thinking into our planning. Com-
modity hardware/software aims at the 

mass market; on the other hand, what 
is needed for certain critical applica-
tions such as national infrastructures, 
secure and resilient cloud servers, 
and so on is the existence of meaning-
fully trustworthy networked systems. 
Thus, there is a major disconnect 
that requires some long-term think-
ing to overcome. Unfortunately, the 
real-world arguments for short-term 
optimization are likely to continue to 
prevail unless significant external and 
internal efforts are made to address 
some of the long-term needs.	
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          queue.acm.org

I
n  my  la st  column (A System 
Is Not a Product, August Com-
munications) I mentioned I 
had recently read two pieces of 
code that had actually lowered, 

rather than raised, my blood pressure. 
As promised, this column covers that 
second piece of code.

One of the things that can make me 
really like a piece of code—other than 
the obvious ones such as decent docu-
mentation, proper indenting, and ra-
tional variable names—is when a func-
tion or subsystem is properly reused. 
Over the past month, I have been read-
ing the IPFW (IP Firewall) code written 
by Luigi Rizzo at the University of Pisa, 
which is one of the firewalls available in 
FreeBSD. Like any firewall, IPFW needs 
to examine packets and then decide to 
drop, modify, or pass the packets un-
changed through the system. Having 
reviewed several pieces of software that 
do similar work, I have to say that IPFW 
does the best job of reusing the code 
around it. Here are two examples.

Part of the job of a firewall is to 
classify packets and then decide what 
to do with them. There are a few ways 
to go about this, but what IPFW does 
is quite elegant. It reuses a tried and 
tested idea from another place in the 
kernel, the BPF (Berkeley Packet Fil-
ter). BPF classifies packets using a set 
of opcodes—sort of like a machine lan-
guage for processing network packet 
headers—to decide whether a packet 
matches a filter that has been specified 
by the user. Using opcodes and a state 
machine for packet classification leads 
to a flexible and compact implemen-

tation of the packet classifier, com-
pared with hand coding rules for later 
use. IPFW extends the set of opcodes 
that can be used for classifying pack-
ets, but the idea is exactly the same, 
and the resulting code is easy to read 
and understand, and therefore easier 
to maintain and less likely to contain 
bugs that might let malicious packets 
through. The entire state machine that 
executes any and all firewall rules in 
IPFW is only 1,200 lines of C code, in-
cluding comments. Another advantage 
of using a set of opcodes to express the 
packet-processing rules is that the en-
tire chunk of C code, which is really a 
bytecode interpreter, can be replaced 

by just-in-time compiled code, gener-
ated by an optimizing compiler. This 
leads to an even greater increase in 
packet-processing speed.

A more direct case of reuse is how 
IPFW directly reuses the kernel’s rout-
ing-table code to store its own address 
lookup tables. Many of the rules in a 
firewall make reference to the source 
or destination address of a packet. 
While it is quite possible to write your 
own routines for storing and retrieving 
network addresses—and many people 
have—there is no need to rewrite this 
code, in particular when your fire-
wall code will already be linked into a 
program that has such routines avail-

Kode Vicious   
A Nice Piece of Code 
Colorful metaphors and properly reusing functions.

doi:10.1145/2347736.2347747	 George V. Neville-Neil

An example of good code.

1   int

2   ipfw_lookup_table(struct ip_fw_chain *ch, uint16_t tbl, in_addr_t addr, 
       uint32_t *val)

3   {

4         struct radix_node_head *rnh;

5         struct table_entry *ent;

6         struct sockaddr_in sa;

7

8         if (tbl >= IPFW_TABLES_MAX)

9                  return (0);

10         rnh = ch->tables[tbl];

11         KEY_LEN(sa) = 8;

12         sa.sin_addr.s_addr = addr;

13         ent = (struct table_entry *)(rnh->rnh_lookup(&sa, NULL, rnh));

14         if (ent != NULL) {

15                 *val = ent->value;

16                 return (1);

17         }

18         return (0);

19  }

http://queue.acm.org
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able. The radix code in the kernel can 
manage any type of key/value lookup, 
although it is optimized to handle net-
work addresses and associated masks. 
The IPFW table-management code is 
really just a simple wrapper around 
the radix code, as can be seen in the ac-
companying figure.

All this code does is take argu-
ments understood by IPFW, such as 
the chain of rules (ch), address table 
(tbl), address being sought (addr), 
and pack them up in a way that is us-
able by the radix code, which is called 
on line 13. The value is returned in 
the last argument to the function. All 
of the other functions in the table-
management code, which add, de-
lete, and list entries in the table, look 
very much the same. They are wrap-
pers around the radix code. Treating 
the routing-table code as a library, as 
IPFW does, means writing less com-
plex and tedious code, and results in 
a mere 200 lines of C code, including 
comments, to implement tables of 
network addresses. It is this sort of re-
use, not the tortured kind that I more 
often come across, that leads me to 
praise this code.

Don’t worry, I am sure next time I 
will be back to ranting about some bad 
bit of code, but I have to say it has been 
a nice surprise to have found two well-
written pieces of code in two months. I 
think it is some sort of record.

KV

Dear KV,
One of the people on my current proj-
ect keeps complaining about my use of 
“colorful metaphors” in code. While I 
understand that I should not be check-
ing these sorts of things into our source 
repo, I cannot see why he complains 
when he sees them on my screen. I 
mostly use such words for debugging 
messages because they are shocking 
enough to stand out from the rest of 
the log messages produced by our soft-
ware. I cannot really believe that KV 
would object to a programmer adding 
a bit of salt to log messages.

Kolorful  Koder

Dear Kolorful,
I can understand why you might think 
that I might be a prolific user of col-

orful metaphors, given some of the 
things I write about in this column. 
You are correct, and my coworkers can 
tell you that, because of my occasional 
outbursts when dealing with particu-
larly horrific bits of code, they have 
heard me say a thing or two they wish 
they could now forget.

Unfortunately, for you at least, 
I have to come down on the side of 
your coworker in this dispute. While 
I am sure you have faithfully marked 
every place your code might exclaim 
a colorful metaphor with the well-
known comment “XXX Remove This!” 
the fact is that if you do this enough, 
someday, and usually on quite the 
wrong day, you are going to forget. 
You probably think you won’t, but the 
risk is not worth the eventual hassle. 
I have been through that hassle, and 
I am glad that, for once, the problem 
was not my fault.

More than a decade ago I worked 
for a company that produced a soft-
ware IDE (integrated development 
environment) and some associated 
low-level software. One of the IDE’s 
limitations, on a certain platform, 
was that every project saved by the 
IDE had to have an appropriate ex-
tension—those letters after the dot—
that provide a clue about what type of 
file has just been saved. While pro-
grammers are quite used to giving 
their files such descriptive monikers 
as notes.txt, main.c, and stdlib.h, it 
turns out that not everyone is famil-
iar with this sort of naming standard, 
and some even prefer names such as 
Project1 and Project2, without any 
type of identifying extension.

The programmer working on the 
IDE decided that if the user of his pro-
gram declined to add an extension to 
the project file name, he would add 
one for them. He chose a four-letter 
word that rhymes with duck. I am not 
sure if he meant this to go out in the 
release, as a way of pointing out cus-
tomers who refused to use file exten-
sions, or if it was something he meant 
to change before the release, but in 
the end it didn’t matter. Within days 
of our 1.0.1 maintenance release of 
the IDE, there was a 1.0.1b release 
with a single change. I do not remem-
ber if the b release had a note saying 
what changed, but all of the engi-
neers working on the software knew 
the real reason. 

Amazingly, the programmer who 
did this got to keep his job. I suspect 
there were two reasons for this, the 
first being that he was actually a pretty 
good programmer, and the second 
that he was the only one in the com-
pany willing to support the IDE on the 
platform he was working on.

While this is a pretty extreme exam-
ple of a colorful metaphor gone wrong, 
and while I know there are program-
mers who will leave extremely strong 
language in comments, I have to say 
I frown on this as well. Your code is 
your legacy, and while your mother 
might never see it, you should still only 
check in code that would not shock her 
should she choose to read it.

KV

  Related articles  
  on queue.acm.org

Passing a Language through  
the Eye of a Needle 

Roberto Ierusalimschy,  
Luiz Henrique de Figueiredo, Waldemar Celes
http://queue.acm.org/detail.cfm?id=1983083

Syntactic Heroin 

Rodney Bates
http://queue.acm.org/detail.cfm?id=1071738

Debugging AJAX in Production 
Eric Schrock
http://queue.acm.org/detail.cfm?id=1515745

George V. Neville-Neil (kv@acm.org) is the proprietor of 
Neville-Neil Consulting and a member of the ACM Queue 
editorial board. He works on networking and operating 
systems code for fun and profit, teaches courses on 
various programming-related subjects, and encourages 
your comments, quips, and code snips pertaining to his 
Communications column.
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Viewpoint  
Computing as if 
Infrastructure Mattered 
Understanding the technical and social fundamentals of the computing 
infrastructure is essential in the continuously evolving technological realm.

doi:10.1145/2347736.2347748	 Jean-François Blanchette

S
i n ce i ts  original  formu-
lation by Jeannette Wing 
in 2006, “computational 
thinking”9 has generated 
considerable interest as an 

approach that promises to solve a per-
sistent gap: the dramatic expansion of 
the role of computing in every dimen-
sion of society and the general lack of 
appreciation by the public of its un-
derlying principles. Wing argues this 
gap must not only be bridged, it must 
be reversed: the extraordinary success 
of computing technologies is proof 
that, from recursion to time-space 
trade-offs, the conceptual tools de-
veloped by computer scientists have 
broad application beyond mere com-
puting. Indeed, Wing contends the 
ability to understand and apply funda-
mental computational principles to a 
wide range of human endeavors will 
increasingly count as a core literacy 
skill for the information age. Compu-
tational thinking will thus provide “a 
basis for lifelong learning of increas-
ingly new and advanced computation-
al concepts and technologies.”5

While the spread of computational 
thinking will clearly do wonders to 
disseminate the intellectual achieve-
ments of the field, I want to argue that 
it places insufficient emphasis on the 
equally significant social and material 
contribution of the field, the comput-
ing infrastructure. It is this enormous-
ly complex system of material resourc-
es, institutional practices, economic 
structures, standards, and regulations 

that provides the existential ground for 
the provision of computing services. 
Consequently, it is understanding of 
the dynamics of that infrastructure 
that is the essential skill required for a 
world where, from automobile repair 
to the humanities, the evolution of 
countless professional fields has be-
come intimately tied to the evolution 
of computing itself. Indeed, in pursu-
ing their professional opportunities, 
students and practitioners from a wide 
range of disciplines will need to answer 
a broad range of infrastructure-related 
questions. For example,

˲˲ What data formats and storage 
strategies offer the best guarantees for 
long-term preservation of digital as-
sets, given a particular organization’s 
workflow, existing computing assets, 
budgetary constraints, and regulatory 
requirements?

˲˲ How can the economies of scale af-
forded by cloud computing be best lev-

eraged for a given project? What cost, 
efficiency, and risk trade-offs should 
be factored in?

˲˲ Among the dozens of metadata 
standards available, which one offers 
the best return on investment for dis-
covery and access for a given type of 
digital resource?

˲˲ What new and profitable infor-
mation services can be built using the 
Google Books API? How might these 
services take advantage of advances 
in interface and sensing technologies, 
including touch, speech, eye-tracking?

˲˲ What are the consequences of 
adopting open-source software for an 
institution? How does one discriminate 
between the different types of gover-
nance and economic structures that un-
dergird different open-source projects?

In answering such questions, appli-
cation-specific skills and fundamen-
tal principles of computation provide 
little guidance. Nor do they clarify the 
technology-related headlines of major 
newspapers and magazines: the pros 
and cons of Net neutrality, the intensi-
ty of codec warfare, or the defining in-
frastructural work of our time, the shift 
to cloud computing. To clarify such is-
sues, current and future professionals 
must have access to the material and 
technical fundamentals of the comput-
ing infrastructure and the principles of 
its social organization. Indeed, for the 
graduate professional degrees that are 
increasingly becoming the educational 
baseline for the workforce,7 what is re-
quired is a set of skills to analyze the 

What is required  
is a set of skills to 
analyze the complex 
forces that direct 
infrastructural 
evolution.
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complex forces that direct infrastruc-
tural evolution. It is such skills that 
provide the means to anticipate the 
curve ahead in a continuously evolving 
technological world.

How Infrastructure Moves
By definition, all infrastructures strive 
for invisibility. Users are understand-
ably interested in the applications 
that perform useful services in their 
lives, rather than in the layers of sys-
tem abstractions or the physical com-
ponents that make these services pos-
sible. Yet whether it takes place at the 
level of operating systems, data cen-
ters, communication protocols, file 
formats, standardization, or policy 
work, the design, planning, and op-
eration of the computing infrastruc-
ture is a major professional activity of 
computer scientists. The remarkable 
waves of social and technical innova-
tion unleashed by the deployment of 
the Internet have focused attention on 
some dimensions of this activity, in 
particular, the TCP/IP protocols and 
the governance mechanisms that have 
guided their design and implementa-
tion (for example, see Van Schewick8). 
The enshrinement of the Internet’s 

modular structure as the technical 
foundation of Net neutrality has fur-
ther highlighted the links between 
infrastructure, public policy, and eco-
nomic development. These links re-
mind us that infrastructural design is 
never merely dependent on technical 
imperatives, but also on sustaining a 
delicate balance between serving the 
general interest and maintaining eco-
nomic competitiveness among infra-
structural stakeholders.

This balancing act is inscribed deep 
within the very DNA of the computing 
infrastructure, as it attempts to ful-

fill two distinct objectives: on the one 
hand, mediate applications’ access 
to the physical resources of computa-
tion—processing, storage, and connec-
tivity—through layered abstractions; 
on the other hand, multiplex these 
limited resources so as to efficiently 
respond to competing demands from 
applications. The inherent difficulties 
in simultaneously meeting these two 
goals set in motion a series of infra-
structural dynamics—persistence, ef-
ficiency trade-offs, scarcity, drift—that 
gives the computing infrastructure its 
distinctive evolutionary path.

Infrastructure persists. In spite 
of the furious pace of IT innovation, 
the computing infrastructure evolves 
very slowly. Indeed, the system ab-
stractions that dominate the process-
ing, media, and transport stacks have 
been around for decades—more than 
65 years for the von Neumann model, 
45 years for the file and the packet. 
Abstractions persist as they become 
embodied in hardware (for example, 
routers), software (for example, pro-
tocols), and institutions (for exam-
ple, programming textbooks). They 
further persist through the inherent 
rigidity of modular decomposition, 

In spite of the furious 
pace of IT innovation, 
the computing 
infrastructure  
evolves very slowly.

http://shutterstock.com
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since changes to a module’s inter-
face requires renegotiating boundar-
ies with all communicating modules. 
Long-term persistence provides the 
stability necessary for economies of 
scale to take hold. It is such econo-
mies that have afforded the von Neu-
mann machine a better cost/process-
ing power ratio than the numerous 
alternative architectures that for de-
cades have failed to supplant it. At 
the same time, the high costs of infra-
structural investments ensure com-
puting resources are repurposed rath-
er than merely replaced. The resource 
stacks must thus compose with dif-
ferent types of materials—serial and 
parallel architectures, twisted pair 
and fiber, tape and flash storage—and 
ensure their backward compatibility. 
Infrastructural change thus proceeds 
conservatively through mutation and 
hybridization, rather than making an 
outright break with the past.

Trades-offs all the way down. Mod-
ularity is a powerful design strategy: 
by decoupling abstraction from im-
plementation, it breaks down com-
plex systems in independent yet co-
ordinated organizational units and 
provides for flexibility in coping with 
technical change. In doing so, modu-
larity constitutes the primary social 
and technical order of the computing 
infrastructure. It is thus remarkable 
that the costs of modularity are rarely 
noted in the literature. The flexibility 
modularity brings to abstraction and 
implementation is always incurred at 
the price of efficiency trade-offs—for 
example, the von Neumann architec-
ture and the serial model of program-
ming it inherently favors. Because of 
these infrastructural biases, the pax 
romana of modularity is always under 
threat, under pressure to extract more 
computational work from the current 
organization of the stacks. This ten-
sion becomes particularly apparent as 
new types of computational resources 
require integration within the infra-
structure: the shift from singlecore to 
multicore, magnetic to flash media, 
wireline to wireless will reverberate 
throughout the stacks, as efficiency 
trade-offs are renegotiated.1 Abstrac-
tion and implementation are thus 
always in tension, a tension that pro-
vides a key entry point for analyzing 
infrastructural change.2 

Infrastructure manages scarce 
resources. Data centers already con-
sume 3% of the world’s total electrical 
output, a number that uncomfortably 
connects computing cycles to coal ex-
traction.4 The computing infrastruc-
ture is however not merely concerned 
with managing the scarcity of electri-
cal power, but also that of processing, 
storage, and connectivity. Abstractions 
not only relieve programmers from the 
burdens of keeping track of the finite-
ness of resources, but also from how 
these are shared among competing 
applications. But sharing a resource 
also inevitably entails various effi-
ciency trade-offs, favoring some types 
of applications over others. Reliance 
on networked computing for an ever 
broader range of essential services—
from telesurgery to intelligent trans-
portation and national security—will 
require providers to devise policies for 
prioritizing competing demands on 
shared computational resources, with 
much more significant implications 
than mere jittery music videos.

Slow drift. The computing infra-
structure is a constantly evolving sys-
tem, continuously responding to and 
integrating growth in size and traffic, 
technical evolution and decay, new 
applications, services and implemen-
tations, emergent behaviors, and so 
forth. This evolution is constrained by 
the dynamics outlined previously—
persistence, efficiency trade-offs, and 
the necessity to share scarce resources. 
These constraints induce a limited set 
of possible evolutionary paths, such as 
co-design of layers, encapsulation, in-
sertion of new layers (so-called middle-
ware). Thus, infrastructural develop-
ment never proceeds from some clean 
slate, but rather, from the push and 

pull of competing stakeholders work-
ing to shift its evolution in the most 
advantageous direction. Even the OSI 
model, the best example of top-down, 
a priori modular decomposition of a 
resource stack, was immediately chal-
lenged in the marketplace by the more 
widely implemented TCP/IP stack. Al-
ways only partially responsive to ratio-
nal control, infrastructural evolution 
is characterized by drift, opportunity, 
and improvisation.3

An infrastructure-centered per-
spective thus requires students to en-
gage with computing in a manner that 
fully integrates network economics, 
standardization, human-computer 
interaction, modularity, the material 
resources of computation, regulation, 
and systems design. In such a perspec-
tive, the fundamental principles at the 
heart of computational thinking are 
inseparable from the messy work re-
quired for their material realization as 
infrastructure. There are few pedagogi-
cal resources to help promote such a 
view (see Messerschmitt6 for an excep-
tion). By and large, computer science 
textbooks remain primarily interested 
in abstraction as the fundamental 
practice of the field. Yet, as a breath-
taking proportion of social relations 
becomes mediated through informa-
tion technologies, it becomes neces-
sary to think of computing as equally 
concerned with infrastructure build-
ing, with all the real-world complexity 
and engagement with the social world 
this entails.	
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Viewpoint  
The Tyranny of the Clock 
Promoting a clock-free paradigm that fits everything  
learned about programming since Turing.

doi:10.1145/2347736.2347749	 Ivan Sutherland

changed that: passengers wanted to 
know at what local time their train 
would arrive, and dispatchers wanted 
to avoid collisions. Fortunately, the 
telegraph could provide a notion of 
“simultaneous” from New York to 
Chicago so that schedules could be 
kept. Like a railroad the clocked de-
sign paradigm makes designers want 
a concept of “simultaneous” so that 
clock periods can begin and end ev-
erywhere simultaneously.

As transistors and wires get small-
er, the area over which one can deliver 

I
n  A l a n  Tu  r i n g ’ s  day logic 
was slow and costly but, rela-
tive to logic, wires were fast 
and almost free. Since then 
the costs of logic and wires 

have reversed: modern logic is fast 
and almost free but, relative to logic, 
wires are now slow and costly. They 
are costly in three ways. 1) The wires 
in a modern circuit chip cost most of 
its area; the transistors in a chip hide 
underneath a thick bed of tiny wires. 
2) The wires in a modern circuit chip 
cost most of the delay. 3) Worst of all, 
moving electric charge onto and off of 
wires wastes most of the energy. The 
cost of logic and memory dominated 
Turing’s thinking, but today, com-
munication rather than logic should 
dominate our thinking.

Does communication dominate 
your thinking? 

My question applies equally to hard-
ware, software, and theory.

Today’s digital design paradigm, the 
“clocked” design paradigm, depends on 
a rhythmic clock signal. The clock sig-
nal breaks time into discrete time steps. 
The designer knows exactly his intent 
for all the actions of each time step and 
can check that all the necessary precur-
sors for the actions of each time step 
happen in earlier steps. Discrete time 
steps simplify the design task.

Before the telegraph, there was 
no easy way to synchronize time over 
distance. Fortunately, there was little 
need outside navigation to know what 
time it is somewhere else. “Simulta-
neous” did not need to apply between 
Chicago and New York; each city could 
be its own time zone. The railroad 

a clock signal “simultaneously” be-
comes smaller and thus the number 
of “clock zones” must increase. The 
clock beat of each zone differs from 
the beat of its neighbors in phase and 
often in frequency as well. A large chip 
may have hundreds or even thousands 
of separate clock zones. The clocked 
design paradigm helps within each 
zone, but only within the zone.

Between clock zones the clocked 
design paradigm retards data flow. 
The clocked design paradigm insists 
on synchronizing all incoming data to 
the frequency and phase of the clock in 
the destination zone. Synchronizing 
a data signal to the destination clock 
requires special precaution against er-
rors. A reliable boundary crossing re-
quires a delay of two or three clock pe-
riods. It is as if each clock zone posted 
customs inspectors at its borders. The 
clocked design paradigm exacerbates 
communication delay.

Ever since my 1988 Turing lecture, 
I have been exploring an alternative 
“clock-free” design paradigm. I seek 
change in the design paradigm to cast 
off the tyranny of the clock. Instead of 
making all logic “march to an exter-
nal drum beat,” let us allow each logic 
element to proceed at its own pace. 
Because each element acts only when 
and if necessary, such a paradigm 
shift will lead to designs that save en-
ergy. The clock-free paradigm will also 
make computers go faster because 
doing away with border-crossing de-
lays speeds communication. I see a 
parallel to the economic efficiency 
Europe gains from free communica-
tion across national borders.
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start and end only at preset time in-
tervals. “My subroutines all start at 
3.68 millisecond intervals; how often 
do yours start?”

Software development proceeds 
from correctness to performance. Af-
ter software works, we tune its heavily 
used parts to achieve the desired per-
formance. Performance almost always 
depends on only a small part of the 
whole. Compare this to the situation 
in a clocked hardware design where 
each and every signal must arrive “on 
time,” even if it is rarely used. The 
tyranny of the clock wastes both engi-
neering cost at design time and energy 
at runtime. What a needless waste!

Only a small handful of intrepid en-
trepreneurs and academic research-
ers have yet dared to explore the clock-
free paradigm I promote. I predict that 
sometime soon, some courageous man-
agement will tire of wasting money on 
the tyranny of the clock and adopt the 
clock-free design paradigm. Such cour-
age will reap giant rewards. I shall be 
disappointed but not at all surprised if 
that courageous management speaks an 
Asian language rather than English, the 
native tongue I share with Alan Turing.	

This Viewpoint is derived from Ivan Sutherland’s 
presentation at the ACM A.M. Turing Centenary Celebration 
Computer Architecture panel discussion this past June; 
see http://amturing.acm.org/acm_tcc_webcasts.cfm.          
[Also see the profile of Ivan Sutherland in the News 
section of this issue on page 10. —Ed.]
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Casting off the tyranny of the clock 
offers freedom to optimize the sepa-
rate parts of a design. For example, 
Rajit Manohar and his students at 
Cornell report a clock-free IEEE-com-
pliant, double precision, floating-
point adder with the same through-
put as an equivalent clocked design. 
The Cornell clock-free design uses 
less than half, about 40%, as much 
energy per addition as its clocked 
counterpart. The Cornell design gains 
simplicity and thus reduces energy by 
doing easy cases fast and allowing 
the rare hard cases to take longer. A 
recent paper from my group in the 
Asynchronous Research Center at 
Portland State University reports on 
faster division by allowing steps that 
merely shift to go faster than steps 
that must subtract.

Casting off the tyranny of the clock 
offers modularity as well as local op-
timization. Sam Fuller, then chief 
engineer at Digital Equipment Corpo-
ration, once told me that his process 
people could provide faster chips every 
six months. He complained that his 
product could not similarly improve 
every six months because it took 18 
months to redesign an entire comput-
er for the new clock speed. The tyranny 
of the clock made his design insuffi-
ciently modular to permit incremental 
improvement. He chose to march his 
entire machine to a single drumbeat 
rather than allowing each part to work 
at its own best speed.

Like all tyranny, the tyranny of the 
clock stems from the range over which 
we choose to subject ourselves to the ty-
rant’s authority.

The clock-free paradigm I promote 
relates to the clocked design paradigm 
as a “free economy” relates to a “con-
trolled economy.” We can regain the 
efficiency of local decision making by 
revolting against the pervasive beat of 
an external clock.

Clock-free commercial products are 
in use today. Handshake Solutions, a 
computer-aided design company from 
the Netherlands, was proud of having 
700 million of their clock-free chips 
in use in smart cards, passports, cell-
phones, and other portable devices. 
Fulcrum Microsystems, a Caltech spin-
off recently purchased by Intel, sells a 
self-timed communication switch with 
outstanding performance.

The paradigm shift I seek faces 
three formidable obstacles: techni-
cal, social and courage. First, tech-
nical: Make no mistake; designing a 
clock-free system can face the same 
hard problems of parallelism that 
give software people nightmares. But 
a few pioneers have shown that clock-
free design is possible and sometimes 
even easy. The pioneers have uncov-
ered benefits like using less than half, 
40%, of the energy per operation as 
reported by Cornell. Second, social: 
All of today’s commercial design tools 
assume clocked design. All engineer-
ing schools teach clocked design. Will 
we ever train enough young people in 
the clock-free paradigm for it to self-
perpetuate? Third, courage: Manage-
ment knows the costs, difficulties, 
and results of the “tried and true” 
clocked design paradigm. Manage-
ment chooses “to bear those ills we 
have rather than fly to others that we 
know not of.”

The clock-free design paradigm 
must eventually prevail. It fits phys-
ics. Each increase in the relative cost 
of communication over logic brings 
us closer to the fundamental physi-
cal truth that “simultaneous” lacks 
meaning. The clock-free paradigm 
fits everything we have learned since 
Turing about programming. Software 
avoids tyrannous global time con-
straints. Without freedom from glob-
al time constraints, software libraries 
would be impossible. “Modularity” 
and “data hiding” are basic principles 
of quality software because they allow 
reuse and local optimization. Soft-
ware is self-timed: Each subroutine 
runs at its own pace; its users wait for 
it to finish. Imagine what software 
would be like if subroutines could 

Casting off the 
tyranny of the clock 
offers freedom to 
optimize the separate 
parts of a design.
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I t  i s  d i f f i c u lt  to overstate the importance of 
synchronized time to modern computer systems. 
Our lives today depend on the financial transactions, 
telecommunications, power generation and delivery, 
high-speed manufacturing, and discoveries in “big 
physics,” among many other things, that are driven by 
fast, powerful computing devices coordinated in time 
with each other.

Since the first complete specification of Network 
Time Protocol (NTP) version 1 and its accompanying 
algorithms appeared in RFC 1059 in 1988, NTP has 
played a large role in time synchronization by keeping 
the clocks of networked computer systems synchronized 
to within milliseconds of each other. NTP has been 
deployed to a vast number of systems over the years, yet it 
hardly bears the burden of clock synchronization alone. 
When users want to coordinate events in time between 
multiple systems, they typically have many options for 
accomplishing this, all with different trade-offs.

One of the emerging alternatives 
to NTP is PTP (Precision Time Proto-
col). PTP is defined by IEEE standard 
1588, published in November 2002 and 
based on early prototypes built at Agi-
lent Technologies between 1990 and 
1998. A revision of PTP with additional 
features and improved performance 
was published in 2008; it is known as 
PTP version 2 or IEEE 1588-2008 (all 
references to PTP in this article refer to 
this later version).

PTP and NTP are similar in that 
both are packet-based and send time-
stamps over a network from a time ref-
erence device to one or more other de-
vices. Additionally, both synchronize 
device clocks based on time offsets 
and network delays, and both support 
heterogeneous devices with varying 
clock time precision, resolution, and 
stability over varying amounts of physi-
cal separation. Each protocol has its 
unique strengths, and choosing one 
over the other often warrants an evalu-
ation of a system’s environment, capa-
bilities, and goals.

PTP is often chosen when the syn-
chronization performance require-
ments of systems exceed the millisec-
ond threshold of a typical NTP-based 
solution. When used with PTP-capable 
network hardware that has the abil-
ity to timestamp PTP packets precisely 
(something that is quickly becoming 
commonplace in industrial network 
interfaces), devices using PTP on a 
LAN (local-area network) can syn-
chronize their clocks to within tens of 
nanoseconds of each other. Without 
hardware timestamping, referred to 
as a software-only configuration, PTP 
implementations can still achieve sub-
millisecond precision.

NTP remains a popular synchroni-
zation technology, even as more PTP 
implementations have been made 
available to system designers on more 
platforms—both commercially and 
as freely available open source imple-
mentations. If PTP is available to a 
system designer and displays supe-
rior synchronization performance, 
why would NTP even be considered? 

doi:10.1145/2347736.2347750
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vices are deployed, a need arose for 
these devices to be able to use a LAN 
or even a wide-area network (WAN) 
for control and data communication. 
NTP was even leveraged to set system 
time for these devices, but the need for 
dedicated event synchronization ca-
bles still existed. Despite the presence 
of all the basic ingredients for event 
synchronization using coordinated, 
distributed timekeepers (sometimes 
referred to as time-based synchroniza-
tion), an acceptable technology that 
could use this infrastructure to replace 
signal-based synchronization had yet 
to be created.

Because signal-based implementa-
tions impose the constraints previous-
ly mentioned, time-based solutions us-
ing Ethernet were investigated further 
as a synchronization solution. At first 
glance, NTP seems like a good candi-
date for a low-cost time-based synchro-
nization solution—and it is for many 
applications. Signal-based synchroni-
zation, however, provides an extremely 
high level of precision, and NTP ver-
sion 3 (until recently the officially 
supported NTP release) provides only 
millisecond precision, which is not 
even close to being sufficient for appli-
cations using signal-based solutions. 
PTP was designed to meet the needs of 
the measurement and control indus-
try and is capable of near-nanosecond 
precision while taking advantage of in-
frastructure that is similar to what NTP 
uses. A closer look at PTP reveals why 
it is successful for measurement and 
control applications—and, as it devel-
oped, many other applications as well.

Introducing PTP
PTP’s primary design goals have been 
listed in numerous presentations and 
documents, including the IEEE 1588 
standard: 1

˲˲ To provide sub-microsecond syn-
chronization of real-time clocks in 
components of a networked distribut-
ed measurement and control system;

˲˲ To perform best with relatively lo-
calized systems typical of industrial au-
tomation and test and measurement 
environments;

˲˲ To be applicable to LANs support-
ing multicast communications (in-
cluding but not limited to Ethernet);

˲˲ To provide a simple, administra-
tion-free installation;

Should PTP replace NTP altogether? If 
not, what do system designers need to 
know in order to choose the appropri-
ate protocol? Perhaps the answers to 
these questions can be discerned from 
the circumstances that led up to the 
definition of PTP and a more in-depth 
look at this newer standard.

Measurement and Control Devices: 
Time for Something New?
Measurement and control devices 
have always been a vanguard for high-
precision event synchronization. To 
achieve the degree of synchronization 
that devices of this nature require, sig-
nals sent over specialized cables can 
be used to synchronize events between 
devices. These cables, which are used 
exclusively for event synchronization, 
are often matched in length to ensure 
propagation delay is consistent. Syn-
chronization using this dedicated ca-
bling results in extremely high preci-
sion, where events can be coordinated 
to within picoseconds of each other 
across multiple devices in proximity. 
This type of synchronization is com-
monly referred to as signal-based. 

While nearly unbeatable for appli-
cations requiring the most accurate 
synchronization possible, signal-
based synchronization can be highly 
impractical and sometimes not pos-
sible. The dedicated cabling needed 
to synchronize separate devices can 
be cost prohibitive, and signal-based 
synchronization requires specialized 
hardware and software to generate 
and receive the signals on the cable. 
The signaling protocol can be propri-
etary, resulting in potential vendor 
tie-in, risk of discontinuation, or oth-
er legal or technical restrictions. The 
cables themselves are often subject to 
varying propagation delay over time 
and temperature, and as more devices 
are added to a system, the complexity 
of cabling multiple devices increases 
the maintenance burden and effort in 
troubleshooting failures. Signal-based 
synchronization also requires the de-
vices be relatively close to each other 
and does not scale over long distances 
when compared with other synchroni-
zation mechanisms.

Meanwhile, with Ethernet becom-
ing more and more ubiquitous in the 
laboratories and on factory floors 
where measurement and control de-

Measurement and 
control devices 
have always been  
a vanguard for  
high-precision event 
synchronization.
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˲˲ To support heterogeneous systems 
of clocks with varying precision, reso-
lution, and stability; and

˲˲ To impose minimal resource re-
quirements on networks and host 
components.

PTP meets these goals using a ro-
bust synchronization methodology, an 
algorithm that automatically and con-
tinuously maintains the proper device 
hierarchy for maximum accuracy, and 
specialized hardware (required only for 
optimal performance).

Synchronization methodology. At 
the heart of the PTP standard is the 
synchronization methodology. While 
similar to other time-based Ethernet 
synchronization protocols in concept, 
PTP’s synchronization methodology is 
unique and somewhat dependent on 
the particular hardware and application 
(power industry, telecommunications, 
among others) of a PTP deployment.

PTP defines a master-slave hierar-
chy based on criteria that describe a 
device’s timekeeping capability and 
the traceability of its time source. 
The master serves as the time refer-
ence for one or more slave devices. 
The process of selecting the master 
from the list of participating devices 
is defined in PTP’s Best Master Clock 
(BMC) algorithm, which is applied 
by each device at specific intervals. 
Devices (often referred to as ordinary 
clocks) may consider themselves mas-
ters either because they have not yet 
evaluated themselves against other 
clocks or have determined, accord-
ing to BMC, that they now have better 
timekeeping ability than the current 
master. They will transmit Announce 
messages using UDP (User Datagram 
Protocol) multicast (by default) at con-
figurable intervals. The other devices 
will process these Announce mes-
sages according to BMC and select the 
new master. If a master receives an An-
nounce message from another poten-
tial master (known as a foreign master) 
and the device’s BMC indicates this 
foreign master should be master, the 
current master will transition to the 
slave state.

In addition to Announce messages, 
a master clock periodically transmits a 
Sync message using UDP multicast (by 
default), which is received by a slave 
clock. Each slave uses a Sync message 
to calculate the difference between its 

and can compute the offset between 
its timekeeper and the master’s time-
keeper while properly taking into ac-
count the network delay.

Hardware timestamping and “soft-
ware-only” configurations. To find the 
actual time the Sync message was sent 
from the master in order to insert it in 
the Follow-up, the master must know 
exactly when its network hardware was 
able to send the Sync message. This 
hardware is most likely the network 
interface’s physical transceiver (PHY) 
or other hardware that recognizes PTP 
packets and notes the precise time 
they were sent or received. The differ-
ence between when the master’s PTP 
software initiated the sending of this 
message (the estimated value of t1 in-
cluded in the Sync message) and the 
time the PHY was able to send the sig-
nals on the physical media will not only 
vary, but will also be quite significant 
with respect to the sub-microsecond 
precision PTP is capable of. Therefore, 
the time the Sync message spends in 
the master’s network stack needs to be 
accounted for in order to achieve maxi-
mum accuracy (see Figure 2).

PTP defines another, slightly differ-
ent synchronization mechanism that 
takes advantage of additional hard-
ware support, if available. The Sync 
and Follow-up messages used to cal-

clock and the master clock. The mes-
sage contains a timestamp from the 
master representing when it was is-
sued (t1 in Figure 1); when the slave 
receives the Sync message, it records 
its time of receipt (t2). The time in the 
Sync message does not represent the 
precise time the message left the de-
vice, since it was not known until af-
ter it was sent. The master then sends 
a Follow-up message that includes the 
actual time the Sync message left the 
master as determined by specialized 
hardware (if equipped) or the network 
driver. The slave receives the Follow-up 
and uses that value as the actual t1.

At this point, the slave has two time 
values (t1 and t2) and can compute 
the offset between its timekeeper and 
the master’s. Unfortunately, the offset 
derived from t1 and t2 includes some 
unknown amount of additional propa-
gation delay incurred by the network. 
To determine this delay and compute 
the actual offset between timekeep-
ers, the slave issues a Delay Request 
message to the master and notes the 
time it was sent (t3). The master notes 
when, according to its timekeeper, it 
receives the Delay Request (t4) and is-
sues a Delay Response message back to 
the slave containing t4. When the slave 
receives the Delay Response it will have 
four timestamps—t1, t2, t3, and t4—

Figure 1. Basic synchronization message exchange.
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requirement for PTP applications in 
certain industries.

PTP-aware network interface hard-
ware can also simply timestamp PTP 
messages and correlate them with 
message IDs for later retrieval by PTP 
software. This capability allows a PTP 
master operating in two-step mode to 
send the precise t1 value in a Follow-up 
message to slaves. While this degree of 
hardware support does not make (ac-
curate) one-step operation possible, 
it does make for superior two-step 
performance when compared with a 
software-only implementation. A PTP 
device is considered to be operating as 
a software-only clock if it has no hard-
ware support. A software-only clock is 
limited to two-step operation and typi-
cally sends t1 values in the Follow-up 
messages that are retrieved from soft-
ware components as low as possible 
in the software stack, usually from the 
driver level. Although software-only 
clocks are obviously not as accurate 
as those with hardware assist, they are 
still capable of achieving sub-millisec-
ond precision.

The Best Master Clock algorithm. 
The BMC algorithm gives PTP devices 
the ability to maintain the desired syn-
chronization hierarchy under chang-
ing network conditions. Describing 
the BMC algorithm itself is beyond the 
scope of this article, but needless to 
say, the BMC is a key part of the “sim-
ple, administration-free” aspects of 
PTP’s objectives. Any PTP device acting 
as either a master or slave continuously 
runs the BMC and uses it in determin-
ing if a new master needs to be select-
ed, or if the device needs to transition 
out of the master state. 

This type of state change can occur 
as the result of a number of conditions, 
all of which are reflected in a master’s 
(or potential master’s) Announce mes-
sage. Masters and devices that could 
potentially be masters issue Announce 
messages at a configurable rate as part 
of the protocol. The Announce mes-
sage contains all the pertinent infor-
mation the BMC needs to determine if 
the current master should remain mas-
ter or yield to a new master as a slave, 
or in the case of a slave, should start 
listening to a new master or become a 
master itself. Some of the attributes of 
an Announce message are the device’s 
time source (GPS, atomic clock, or free-

culate the offset between the master 
and slave described earlier are used by 
a two-step clock. A one-step clock uses 
specialized network hardware not 
only to timestamp when a PTP Sync 
message leaves the device, but also to 
modify the outgoing Sync message’s 
t1 value with the actual departure time 
(see Figure 3). 

This value is normally sent in the 
Follow-up message, but because the 

hardware makes it available in the 
Sync message, the Follow-up is re-
dundant and therefore not needed. 
A slave device must also understand 
that its master is operating as a one-
step clock. It can determine this by 
reading a bit field in the PTP message 
headers sent by the master. A one-step 
clock helps minimize network traffic 
while maintaining high synchroniza-
tion performance and is therefore a 

    

Figure 2. A network stack supporting hardware timestamping.
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running oscillator); the “priority” as 
determined by the local PTP admin-
istrators (which is used as an override 
mechanism and not required to be 
set for proper operation); the device’s 
clock ID (which typically includes the 
device’s MAC address); and other attri-
butes used by the BMC. 

Having every PTP device run the 
BMC and process Announce messag-
es means administrators can simply 
power on a system and have a network 
of time-synchronized devices auto-
matically configured for optimal per-
formance, regardless of spontaneous 
network topology changes.

Boundary clocks. Because switch-
es and routers effectively segment a 
PTP network, PTP introduced bound-
ary clocks as a means of distributing 
a master clock to different parts of 
the network. The PTP standard de-
scribes a boundary clock as contain-
ing a single timekeeper disciplined 
by PTP but having multiple PTP ports 
in a domain. A port may serve as ei-
ther the source of time (a PTP master) 
to devices attached to it or one that 
synchronizes the timekeeper (a PTP 
slave) to some other clock connected 
to that port. A boundary clock can be 
implemented to replace a traditional 
network switch or router in larger net-
works that are normally segmented 
by such devices. Because boundary 
clocks differ in operation from the 
PTP clocks previously described in 
this article, PTP differentiates the two 
by referring to them as either ordinary 
clocks or boundary clocks.

Each port of a boundary clock can 
be thought of as a separate ordinary 
clock instance that shares a single 
timekeeper with the boundary clock’s 
other ordinary clock instances. Only 
one port on the device can be in the 
slave state, which eliminates conten-
tious use of the device’s timekeeper 
(two ports trying to adjust the time, 
for example). All other ports are con-
sidered masters to the devices on their 
respective segments. 

The existence of boundary clocks re-
quires PTP to use the term grandmaster 
to describe the master to the entire PTP 
network, since the slaves on a bound-
ary-clock port consider the boundary 
clock to be their master. Each master 
port is responsible for handling the 
same duties as an ordinary clock mas-

For example, if the grandmaster goes 
offline, the next most eligible slave 
device can announce itself as master 
(once its BMC algorithm has deter-
mined it’s appropriate to do so), and 
the boundary clock will transition the 
port connected to that slave to the slave 
state. That boundary clock will then 
have a port that was once in the slave 
state now in the master state to other 
ordinary and boundary clocks. Those 
clocks will then evaluate that new mas-
ter with the BMC algorithm and tran-
sition appropriately, repeating this 
process for the rest of the hierarchy. 
Depending on the network topology, 
this situation may not be ideal as the 
number of hops in between this new 
master and a slave will have increased 
by one (the boundary clock connected 

ter, which effectively hides all of the 
slaves from the boundary clock’s mas-
ter. Likewise, a slave ordinary clock (or 
another boundary clock with the con-
nected port in the slave state) is hidden 
from the PTP hierarchy “above” the 
boundary clock. A boundary clock does 
not pass the PTP synchronization mes-
sages from its slaves “up” to its master. 
Without this behavior, a grandmaster 
would be responsible for processing 
Delay Request messages and issuing 
Delay Response messages from and to, 
respectively, every slave device on the 
entire PTP network. In most cases it 
would not be able to run the protocol 
stack effectively.

A boundary clock, however, may still 
allow any eligible slave clock in the en-
tire PTP network to be grandmaster. 

Figure 4. Device hierarchy using boundary clocks.
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networking protocols, boundary clocks 
can also join PTP systems that use dif-
ferent delay calculation mechanisms, 
which are described later.

Transparent switches. Not all ap-
plications allow their PTP devices to be 
deployed in a manner that lends itself 
well to a balanced, treelike hierarchy. 
Systems are sometimes deployed in 
long linear or ring topologies, which 
can cause significant synchronization 
error accumulation when boundary 
clocks are used to join these segments. 
Because of this, PTP defines a device 

to the new master), thus increasing any 
synchronization error accumulation.

The use of boundary clocks and 
the resulting hierarchy of PTP devices 
must be considered in order to maxi-
mize systemwide synchronization pre-
cision (see Figure 4).

Boundary clocks can also be used 
for bridging networks that use differ-
ent networking protocols (illustrated in 
Figure 5), since there is no requirement 
that PTP implementations use the 
same underlying communication me-
dia or technology. For example, a sys-

tem can have some devices using Eth-
ernet and others using DeviceNet, all 
synchronized to the same grandmaster 
through the use of capable boundary 
clocks. In this scenario, a boundary 
clock would have a DeviceNet-capable 
port connected to the DeviceNet de-
vices, and another connected to Ether-
net devices. The specific communica-
tion media is abstracted from the PTP 
clocks, allowing both types of devices 
to synchronize to the same PTP grand-
master regardless of that grandmas-
ter’s media. In addition to different 

Figure 7. A transparent switch updates the correction field of a PTP message in peer-to-peer mode.
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Figure 6. A transparent switch updates the correction field of a PTP message in end-to-end delay mode.
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known as a transparent switch, which 
connects groups of PTP devices with-
out segmenting the PTP network. 

A transparent switch recognizes PTP 
messages passing through and notes 
each message’s residence time, the time 
spent in the switch where the message 
is not yet visible by the intended PTP de-
vice. The residence time is added to the 
PTP message’s correction field just be-
fore being transmitted from the switch 
to the next device (see Figure 6). PTP 
clocks can then examine the received 
message’s correction field and apply it 
to their calculations. Even though the 
message was temporarily held up in the 
transparent switch—a nondeterminis-
tic behavior that normally introduces 
significant synchronization error—the 
correction field allows that time to be re-
moved, as if the switch were never there 
(hence, the name transparent switch).

Unlike boundary clocks, transpar-
ent switches expose their slave devices 
to the PTP master. The transparent 
switch is typically interested in only 
a relative time (the time a message 
spends in the switch) and therefore 
does not need to have a timekeeper 
synchronized to the master’s time. The 
oscillators that “tick” in both the mas-
ter and the switch, however, must tick 
at the same rate. Keeping this rate the 
same is known as syntonization. PTP 
specifies that transparent switches 
must be syntonized—not necessarily 
synchronized—to the master.

The peer delay mechanism. The syn-
chronization model described earlier, 
where the slave issues a Delay Request 
message and the master responds with 
a Delay Response, is known as the de-
lay request-response mechanism, or 
sometimes as end-to-end mode. PTP of-
fers an alternative to this known as the 
peer-delay mechanism, or peer-to-peer 
mode, which can provide superior per-
formance in certain situations. Because 
end-to-end mode and peer-to-peer 
mode cannot be used together, system 
designers have to evaluate which delay 
mechanism will provide the best results 
and design their systems accordingly.

In peer-to-peer mode, a device is-
sues a Peer Delay Request message to 
its immediate neighbor, which may or 
may not be the device’s master. The re-
ceiving device responds with a Peer De-
lay Response message (and optionally a 
Peer Delay Response Follow-up after that 

if the device is operating in a two-step 
mode). This allows the requesting de-
vice to calculate the propagation delay 
for the individual segment. 

By knowing the exact propagation 
delay for each segment of a network 
path, peer-to-peer mode allows PTP 
to apply delay compensations be-
tween master and slaves that are more 
accurate than end-to-end mode al-
lows when the intermediate switches 
choose different paths. Since peer-to-
peer mode specifies that transparent 
switches adjust the correction field 
with not only the residence time of 
Sync and Follow-up messages (just as 
a transparent switch operating in end-
to-end mode does), it also adds the de-
lay previously calculated for the link 
the message came in on (see Figure 7). 

This behavior means the master 
need not process Delay Request mes-
sages from each of its slaves; instead 
it concerns itself only with Peer Delay 
Requests and Responses for its imme-
diate peer (transparent switch or PTP 
clock in slave state). Because of this, 
transparent switches in peer-to-peer 
mode do not pass Delay Request or 
Delay Response messages. Unlike end-
to-end mode, peer-to-peer mode can 
be even more attractive to system de-
signers concerned with network traf-
fic, since a master device need not re-
ceive and respond to each slave’s Delay 
Request messages, and concerns itself 
only with its immediate peer.

Profiles. PTP profiles allow orga-
nizations to specify selections of at-
tribute values and optional features 
of PTP that, when using the same 
transport protocol, work together and 
achieve a performance that meets 
the requirements of particular ap-
plications.3 Profiles make PTP bet-
ter suited for particular applications 
while adhering to the more general 
PTP standard. Profiles can specify 
several aspects of the standard. There 
are two “default” profiles: Delay Re-
quest-Response (often referred to as 
end-to-end mode) and Peer Delay (of-
ten referred to as peer-to-peer mode). 
Implementers must support at least 
one of these defaults. Profiles them-
selves are standardized and defined by 
a recognized standards organization 
that has jurisdiction over a particular 
industry (such as the IEC, IEEE, IETF, 
ANSI, or ITU). These organizations, 

NTP remains 
a popular 
synchronization 
technology, even 
as more PTP 
implementations 
have been made 
available to system 
designers on more 
platforms—both 
commercially and 
as freely available 
open source 
implementations.
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as stated in the PTP standard, should 
consult the Precise Networked Clock 
Synchronization Working Group of 
the IM/ST (Instrumentation and Mea-
surements/Sensor Technology) Com-
mittee for technical review.

PTP profiles not only change several 
aspects of the PTP standard, but also 
extend it. A profile may define its own 
BMC algorithm; configuration and 
monitoring (“management”) mecha-
nism; path-delay mechanism (end-to-
end or peer-to-peer); use of multicast 
or unicast; transport mechanism; 
node types; and any options that are re-
quired, permitted, or prohibited. Pro-
files may also define completely new 
transport mechanisms and data types. 
The flexibility that profiles have in mor-
phing PTP to the needs of almost any 
particular application has proven use-
ful to telecommunication and energy 
industries, among others.

Unicast. PTP was designed assum-
ing a multicast communication mode, 
but support for unicast operation was 
eventually added as an optional feature. 
The PTP standard does not describe a 
unicast PTP implementation in detail, 
but instead describes several optional 
unicast features that can be used for an 
implementation “as long as the behav-
ior of the protocol is preserved.”2 Some 
implementations may require that 
slave clocks use a configuration that 
specifies a list of known master clocks 
by protocol address (for example, a list 
of IP addresses when used over Ether-
net) to discover the potential masters. 

This unicast discovery mechanism 
is optional, meaning a unicast imple-
mentation could choose to use mul-
ticast for discovery of master clocks 
and unicast for all other messaging. 
Furthermore, this discovery mecha-
nism may also require some amount 
of configuration to define the list of 
masters, since that is most likely spe-
cific to a given system and stretches the 
interpretation of the PTP objective to 
“provide a simple, administration-free 
installation.”1 Another optional imple-
mentation detail defined by PTP is the 
use of the unicast-negotiation mecha-
nism, which involves sending specific 
signaling messages to master devices 
indicating that they respond with a uni-
cast Announce, Sync, Delay Response, 
or Peer Delay Response to the signaling 
slave device. This flexibility in allow-

ing unicast operation and providing 
several optional features to implement 
it allows profiles to define the specific 
unicast implementation details best 
suited for their applications.

Timescale. The timescale for a PTP 
network is defined by the grandmaster 
and can be one of two types: the default 
PTP timescale or an ARB (arbitrary) tim-
escale.5 With the ARB timescale, the ep-
och is set by some predetermined pro-
cedure and can be set again using that 
procedure during normal operation. 
The PTP timescale uses the PTP epoch, 
and its unit of time is the SI second. The 
PTP epoch is 1 January 1970 00:00:00 
TAI (International Atomic Time), which 
is 31 December 1969 23:59:51.999918 
UTC (Coordinated Universal Time).

Using the Right Tool for 
the Job: NTP or PTP?
The requirements of devices for the 
measurement and control industry are 
similar to those of many other indus-
tries—and many innovative outcomes 
have resulted from applying technol-
ogy in ways that its designers had not 
originally considered—but the intend-
ed applications for any technology still 
should be considered before adopting 
it, regardless of the similarities it may 
have to the incumbent technology.

Objectives. As described earlier and 
stated in the standard, PTP was de-
signed to be used over a LAN, or more 
specifically, “spatially localized systems 
with options for larger systems.”4 This 
is one of the more significant differen-
tiators between PTP and NTP. The use 
of a LAN allows other PTP objectives to 
be fulfilled using techniques such as 
multicast for discovery and automat-
ic selection of PTP masters, network 
equipment such as boundary clocks 
and transparent switches, and very high 
message exchange rates that may not be 
feasible over a WAN. A LAN also gives 
PTP some liberties that NTP does not 
usually have, such as assuming—with a 
reasonable degree of confidence—that 
unrelated network traffic and security 
risks are both low, given that LAN usage 
is usually confined and controlled.  

In contrast, NTP is typically used 
over the Internet and is therefore sub-
ject to a large amount of nondetermin-
istic delays from intermediate network 
elements (such as routers) and exposed 
to a far greater number of security 

PTP profiles not 
only change several 
aspects of the PTP 
standard, but  
also extend it.



practice

october 2012  |   vol.  55  |   no.  10  |   communications of the acm     47

PTP does not define a servo algorithm 
for applying the information PTP gives 
a device to the device’s oscillator. In-
stead, the servo definition is imple-
mentation-specific, and there are no 
guarantees that different PTP software 
stacks will exhibit the same synchroni-
zation behavior on the same device. In 
stark contrast, NTP “defines a highly 
evolved, adaptive-parameter, hybrid 
phase-frequency lock loop” used to ad-
just the device’s timekeeper from data 
provided by NTP.6 

The timescales of both technologies 
also differ. NTP uses UTC time, while 
PTP (typically) uses TAI and a UTC off-
set. This difference could be signifi-
cant to system designers who assume 
a specific timescale. Concerns about 
properly handling leap seconds might 
factor in as well; unlike PTP, a leap sec-
ond will cause the entire NTP times-
cale to shift by one second.

Performance expectations. A typical 
PTP-synchronized system can expect 
sub-microsecond synchronization pre-
cision, where “typical” includes hardware 
assist and a LAN. A typical NTP-synchro-
nized system, meaning no specialized 
hardware and devices connected over a 
WAN, will achieve millisecond synchro-
nization precision. When PTP is appro-
priately configured for use over a WAN, 
however, there may be little to no per-
formance advantage over NTP.8

Conclusion
PTP has the capability to synchronize 
devices to within nanoseconds of each 
other over a common networking in-
frastructure, allowing system design-
ers to replace synchronization solu-
tions that are more expensive, limited, 
or both. NTP has similar use cases, but 
usually falls short for applications that 
require the level of performance typi-
cal of measurement and control sys-
tems. PTP’s BMC algorithm allows it to 
adapt to changing conditions to ensure 
devices always have the highest-quality 
time reference. PTP boundary clocks 
and transparent switches ensure high 
synchronization performance even 
in a non-ideal network topology. In 
contrast, NTP requires that all devices 
be configured to reference a prede-
termined set of time servers prior to 
use, and its performance suffers when 
messages have to traverse network ele-
ments such as switches.

PTP’s intended environment is dif-
ferent from NTP’s, however, and de-
pending on the application, NTP may 
be a better choice. For example, NTP’s 
more established security mechanism 
and publicly available pool of time 
servers9 make it better suited for syn-
chronizing time over the Internet when 
performance requirements permit.

PTP has filled a niche that NTP has 
not been able to, but it has not replaced 
it. Instead, PTP offers system designers 
a new synchronization tool to put in 
their toolboxes.	
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threats (denial-of-service and man-in-
the-middle attacks being some of the 
more obvious). It must accept these 
penalties or, in the case of security, ac-
count for these challenges.  

Security in particular is worth high-
lighting, since PTP includes only an 
experimental extension to the proto-
col to address security concerns, but 
NTP defines the use of access-control 
lists and a variant of public-key cryp-
tography called Autokey.6 Also note 
that NTP can use a multicast mode to 
discover servers automatically when 
used on a LAN, and PTP can operate in 
a unicast mode to be used over a WAN. 
Neither of these uses, however, is the 
most common and may impose addi-
tional configuration costs.

Another PTP objective is admin-
istration-free operation, where the 
devices that make up a system can be 
deployed with little or no configuration 
yet still achieve optimum time synchro-
nization for the given environment. 
Devices can be added, removed, or re-
configured while the system is in use, 
and the PTP devices that make up the 
system will automatically negotiate a 
new hierarchy in order to maintain op-
timum synchronization performance. 
PTP’s BMC algorithm is responsible for 
this behavior. NTP’s optimization algo-
rithm does not permit the same degree 
of autonomy in allowing any device to 
become the equivalent of a PTP grand-
master if necessary, despite the inclu-
sion of a dynamic discovery scheme in 
the latest NTP specification.7 Instead, 
NTP defines a series of mitigation al-
gorithms to be used in finding the op-
timal network path,6 provided an NTP 
client has been configured to select 
among more than one server.

Synchronization methodologies. 
While the synchronization methodolo-
gies employed by PTP and NTP are simi-
lar in that they both ultimately com-
pute clock offset and message delays, 
the protocols differ greatly in various 
mechanisms that must be considered 
when selecting the appropriate technol-
ogy. For example, PTP relies on bound-
ary clocks and transparent switches to 
achieve maximum performance in cer-
tain environments. Not including these 
devices or incorrectly using them could 
significantly reduce PTP performance. 

More relevant to implementers of 
these specifications is the fact that 
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Making the case for resilience testing.

By John Allspaw

Fault Injection 
in Production 

situations; they aim to avoid them al-
together. Taking a detailed look at how 
to respond better to failure is essen-
tially accepting that failure will hap-
pen, which you might think is counter 
to what you want in engineering, or in 
business.

Take, for example, what you would 
normally think of as a simple case: the 
provisioning of a server or cloud in-
stance from zero to production:

1.	 Bare metal (or cloud-compute in-
stance) is made available.

2.	 Base operating system is installed 
via PXE (preboot execution environ-
ment), or machine image.

3.	 Operating-system-level configura-
tions are put into place (via configura-
tion management or machine image).

4.	 Application-level configurations 
are put into place (via configuration 
management, app deployment, or ma-
chine image).

5.	 Application code is put into place 
and underlying services are started cor-
rectly (via configuration management, 
app deployment, or machine image).

6.	 Systems integration takes 
place in the network (load balanc-
ers, VLANs, routing, switching, DNS, 
among others).

This is probably an oversimplifica-
tion, and each step or layer is likely to 
represent a multitude of CPU cycles; 
disk, network and/or memory opera-
tions; and various amounts of software 
mechanisms. All of these come togeth-
er to bring a node into production. 

Operability means that you can have 
confidence in this node coming into 
production, possibly joining a cluster, 
and serving live traffic seamlessly every 
time it happens. Furthermore, you want 
and expect to have confidence that if the 
underlying power, configuration, ap-
plication, or compute resources (CPU, 
disk, memory, network, and so on) expe-
rience a fault, then you can survive such 
a fault by some means: allowing the ap-
plication to degrade gracefully, rebuild 
itself, take itself out of production, and 
alert on the specifics of the fault. 

Building this confidence typically 
comes in a number of ways:

When we build  Web infrastructures at Etsy, we 
aim to make them resilient. This means designing 
them carefully so they can sustain their (increasingly 
critical) operations in the face of failure. Thankfully, 
there have been a couple of decades and reams of 
paper spent on researching how fault tolerance and 
graceful degradation can be brought to computer 
systems. That helps the cause.

To make sure the resilience built into Etsy systems 
is sound and that the systems behave as expected, we 
have to see the failures being tolerated in production.

Why production? Why not simulate this in a QA 
or staging environment? The reason is the existence 
of any differences in those environments brings 
uncertainty to the exercise, as well as because the risk 
of not recovering has no consequences, which can 
bring unforeseen assumptions into the fault-tolerance 
design and into recovery. The goal is to reduce 
uncertainty, not increase it.

Forcing failures to happen, or even designing 
systems to fail on their own, generally is not easily sold 
to management. Engineers are not conditioned to 
embrace their ability to respond to emergency 

http://queue.acm.org
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on), then you need to react to the inci-
dent and get things working again as 
fast as possible.

This implies that once a system is 
in production, “Don’t touch it!”—ex-
cept, of course, when it’s broken, in 
which case touch it all you want, under 
the time pressure inherent in an out-
age response.

This approach is not as fruitful as it 
could be, on a number of levels.

In the field, you need to prepare for 
ill-behaved circumstances. Power can 
get cut abruptly. Changes to applica-
tion or configuration can produce un-
foreseen behaviors, no matter how full 
the coverage of testing. Application 
behavior under various resource-con-
tention conditions (think traffic spikes 
from news events or firehose-like dis-
tributed denial-of-service attacks) can 
have surprising results. This is not a 
purely academic curiosity; these types 
of faults can (and will) affect produc-
tion and, therefore, in Etsy’s case, our 
sellers and our business. These types 
of events, however, are difficult to 

˲˲ Hardware burn-in testing. You can 
run extreme tests on the various hard-
ware components in a node in order to 
confirm that none of them would expe-
rience faults at the onset of load. This 
may not be necessary or feasible in a 
cloud-compute instance.

˲˲ Unit testing of components. Each 
service can be easily tested in isola-
tion, and configuration can be check-
summed to assure expectations.

˲˲ Functional testing of integrations. 
Each execution path (usually based on 
an application feature) can be explored 
with some form of automated proce-
dure to assure expected results.

Traditionally, these sensible mea-
sures to gain confidence are made 
before systems or applications reach 
production. Once in production, the 
traditional approach is to rely on moni-
toring and logging to confirm that 
everything is working correctly. If it 
is behaving as expected, then you do 
not have a problem. If it is not, and it 
requires human intervention (trouble-
shooting, triage, resolution, and so 

model and simulate with an accuracy 
that would inspire confidence sur-
rounding the behavior with unknown 
failure pathologies.

The challenge is that Web systems 
(like many “complex” systems) are 
largely intractable, meaning that:

˲˲ To be fully described, there are 
many details, not few;

˲˲ The rate of change is high; the sys-
tems change before a full description 
(and therefore understanding) can be 
completed;

˲˲ How components function is part-
ly unknown, as they resonate with each 
other across varying conditions; and

˲˲ Processes are heterogeneous and 
possibly irregular.

In other words, while testing out-
side of production is a very proper ap-
proach, it is incomplete because some 
behaviors can be seen only in produc-
tion, no matter how identical a staging 
environment can be made.

Therefore, another option must be 
added to the confidence-gaining ar-
senal: fault injection exercises some-
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times referred to as GameDay. The 
goal is to make these faults happen in 
production in order to anticipate simi-
lar behaviors in the future, understand 
the effects of failures on the underlying 
systems, and ultimately gain insight 
into the risks they pose to the business.

Causing failures to happen in com-
plex systems is not a new concept. Or-
ganizations such as fire departments 
have been running full-scale disaster 
drills for decades. Web engineering 
has an advantage over these types of 
drills in that the systems engineers can 
gather a massive amount of detail on 
any fault at an extremely high resolu-
tion, wield a very large amount of con-
trol over the intricate mechanisms of 
failures, and learn how to recover very 
quickly from them. 

Fault Injection
Constructing a GameDay exercise at 
Etsy follows this pattern:

1.	 Imagine a possible untoward 
event in your infrastructure.

2.	 Figure out what is needed to pre-
vent that event from affecting your 
business, and implement that.

3.	 Cause the event to happen in pro-
duction, ultimately to prove the non-
effect of the event and gain confidence 
surrounding it.

The greatest advantage of a Game-
Day exercise is figuring out how to 
prevent a failure from affecting the 
business. It is difficult to overstate the 
importance of steps 1 and 2. The idea 
is to get a group of engineers together 
to brainstorm the various failure sce-
narios that a particular application, 
service, or infrastructure could expe-
rience. This will help remove com-
placency in the safety of the overall 
system. Complacency is an enemy of 
resilience. If a system has a period of 
little or no degradation, then there is 
a real risk of it drifting toward failure 
on multiple levels, because engineers 
can be convinced—falsely—that the 
system is experiencing no surprising 
events because it is inherently safe. 

Imagining failure scenarios and 
asking, “What if…?” can help combat 
this thinking and bring a constant 
sense of unease to the organization. 
This is a hallmark characteristic of 
high-reliability organizations. Think of 
it as continuously deploying a business 
continuity plan (BCP). 

Business Justification
In theory, the idea of GameDay ex-
ercises may seem sound: you make 
an explicit effort to anticipate failure 
scenarios, prepare for handling them 
gracefully, and then confirm this be-
havior by purposely injecting those 
failures into production. In practice, 
this idea may not seem appealing to 
the business: it brings risk to the fore-
front; and without context, the concept 
of making failures happen on purpose 
may seem crazy. What if something 
goes wrong?  

The traditional view of failure in 
production is avoidance at all costs. 
The assumption is that failure is entire-
ly preventable, and if it does happen, 
then find the persons responsible (usu-
ally those most proximate to the code 
or systems) and fire them, in the belief 
that getting rid of “bad apples” is how 
you bring safety to an organization. 

This perspective is, of course, ludi-
crous. Fault injection and GameDay 
scenarios can revert this view into a 
more pragmatic and realistic one.

When approaching Etsy’s executive 
team with the idea of GameDay exercis-
es, I explained that it is not that we want 
to cause failures out of some perverse 
need to watch infrastructure crumble; 
it is because we know that parts of the 
system will inevitably fail, and we need 
to gain confidence that the system is 
resilient enough to handle it gracefully. 

The concept, I explained to the ex-
ecutives, is that building resilient sys-
tems requires experience with failure, 
and that we want to anticipate and 
confirm our expectations surrounding 
failure more often, not less often. Shy-
ing away from the effects of failure in 
a misguided attempt to reduce risk will 
result in poor designs, stale recovery 
skills, and a false sense of safety.

In other words, it is better to prepare 
for and cause failures to happen in pro-
duction while we are watching, instead 
of relying on a strategy of hoping the 
system will behave correctly when we 
are not watching. The worst-case sce-
nario with a GameDay exercise is that 
something will go wrong during the 
exercise. In that case, an entire team 
of engineers is ready to respond to the 
surprises, and the system will become 
stronger as a result.

The worst-case scenario in the ab-
sence of a GameDay exercise is that 

something in production will fail that 
was not anticipated or prepared for, 
and it will happen when the team is not 
expecting or watching closely for it.

How can you assure that injecting 
faults into a live production system 
doesn’t affect actual traffic, revenue, 
and the end-user experience? This can 
be done by treating the fault-tolerat-
ing and graceful degradation mecha-
nisms as if they were features. This 
means bringing all of the other confi-
dence-building techniques (unit and 
functional testing, staging hardware 
environments, among others) to these 
resilience measures until you are sat-
isfied. Just as with every other feature 
of the application, it is not finished 
until you have deployed it to produc-
tion and have verified that it is work-
ing correctly. 

Case: Payments System
Earlier this year Etsy rolled out a new 
payment system (http://www.etsy.com/
blog/news/2012/announcing-direct-
checkout/) to provide more flexibility 
and reliability for buyers and sellers 
on the site. Obviously, resilience was 
of paramount importance to the suc-
cess of the project. As with many Etsy 
features, the rollout to production was 
done in a gradual ramp-up. Sellers in-
terested in allowing this new payment 
method could opt in, and Etsy would 
turn the functionality on for buckets of 
sellers at a time. 

As you might imagine, the payment 
system is not particularly simple. It has 
fraud-detection components, audit 
trails, security mechanisms, process-
ing-state machines, and other compo-
nents that need to interact with each 
other. Thus, Etsy has a mission-critical 
system with a significant amount of 
complexity and whose expectations for 
being resilient are very high. 

To confirm its ability to withstand 
failures gracefully, Etsy put together a 
list of reasonable scenarios to prepare 
for, develop against, and test in pro-
duction, including the following:

˲˲ One of the app servers dies (power 
cable yanked out);

˲˲ All of the app servers leave the 
load-balancing pool;

˲˲ One of the app servers gets wiped 
clean and needs to be fully rebuilt from 
scratch; 

˲˲ Database dies (power cable yanked 

http://www.etsy.com/blog/news/2012/announcing-direct-checkout
http://www.etsy.com/blog/news/2012/announcing-direct-checkout
http://www.etsy.com/blog/news/2012/announcing-direct-checkout
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Forcing failures  
to happen,  
or even designing 
systems to fail on 
their own, generally  
is not easily sold  
to management. 

out and/or process is killed ungracefully);
˲˲ Database is fully corrupt and needs 

full restore from backup;
˲˲ Offsite database replica is needed 

to investigate/restore/replay single 
transactions; and

˲˲ Connectivity to third-party sites is 
cut off entirely.

The engineers then put together 
all of the expectations for how the sys-
tem would behave if these scenarios 
occurred in production, and how they 
could confirm these expectations with 
logs, graphs, and alerts. Once armed 
with these scenarios, they worked on 
how to make these failures either:

˲˲ Not matter at all (transparently re-
cover and continue on with processing); 

˲˲ Matter only temporally (gracefully 
degrade with no data loss and provide 
constructive feedback to the user); or

˲˲ Matter only to a minimal subset of 
users (including an audit log for recon-
structing and recovering quickly and 
possibly automatically).

After these mechanisms were writ-
ten and tested in development, the time 
came to test them in production. The 
Etsy team was cognizant of how much 
activity the system was seeing; the sup-
port and product groups were on hand 
to help with any necessary communica-
tion; and team members went through 
each of the scenarios, gathering an-
swers to questions such as:

˲˲ Were they successful in transpar-
ently recovering, through redundancy, 
replication, queuing?

˲˲ How long did each process take—
in the case of rebuilding a node auto-
matically from scratch, recovering a 
database?

˲˲ Could they confirm that no data 
was lost during the entire exercise?

˲˲ Were there any surprises?
The team was able to confirm most 

of the expected behaviors, and the Etsy 
community (sellers and buyers) was 
able to continue with its experience on 
the site, unimpeded by failure. 

There were some surprises along 
the way, however, which the Etsy team 
took as remediation items coming out 
of the meeting. First, during the pay-
ments process, a third-party fraud-
detection service was contacted with 
information about the transaction. 
While Etsy uses a number of external 
APIs (fraud or device reputation), this 
particular service had no specified 

timeout on the external call. When 
testing the inability to contact the ser-
vice, the Etsy team used firewall rules 
both to hard close the connection and 
to attempt to hang it open. Having no 
specified timeout meant they were re-
lying on the default, which was much 
too long at 60 seconds. The intend-
ed behavior was to fail open, which 
meant the transaction could continue 
if the external service was down. This 
worked, but only after the 60-second 
timeout, which caused live payments 
to take longer than necessary during 
the exercise.

This was both a surprise and a rela-
tively easy piece to fix, but it was none-
theless an oversight that affected pro-
duction during the test. 

Recovering from database corrup-
tion also took longer than expected. 
The GameDay exercise was performed 
on one side of a master-master pair 
of databases, and while the recovery 
happened on the corrupted server, the 
remaining server in the pair took all 
reads and writes for production. While 
no production data loss occurred, ex-
posure with reduced capacity occurred 
for longer than expected, so the Etsy 
team began to profile and then try to 
reduce this time of recovery.

The cultural effect of the exercise 
was palpable. It greatly decreased 
anxiety surrounding the ramp-up of 
the payments system; it exposed a few 
darker-than-desired corners of the 
code and infrastructure to improve; 
and it brought an overall increase in 
confidence in the system. Complacen-
cy is not an immediate threat to the sys-
tem as a result.

Limitations
The goal of fault injection and Game-
Day exercises is to increase confidence 
in an otherwise complicated or com-
plex system’s ability to stay resilient, 
but they have limitations. 

First, the exercises are not meant to 
inform how engineering teams handle 
working under time pressure with es-
calating and sometimes disorienting 
scenarios. That needs to come from 
the postmortems of actual incidents, 
not from handling faults that have 
been planned and designed for.

The faults and failure modes are 
contrived. They reflect the fault de-
signer’s imagination and therefore 
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Shying away from 
the effects of failure 
in a misguided 
attempt to reduce 
risk will result  
in poor designs,  
stale recovery 
skills, and a false 
sense of safety.

cannot be viewed to be comprehen-
sive enough to gain perfect coverage 
of the system’s safety. While any in-
crease in the confidence of the sys-
tem’s resilient abilities is positive, 
it is still just that: an increase, not a 
completion of perfect confidence. 
Any complex system can (and will) 
fail in surprising ways, no matter how 
many different types of faults you in-
ject and recover from.

Some have suggested that continu-
ally introducing failures automatically 
is a more efficient way to gain confi-
dence in the adaptability of the system 
than manually running GameDay ex-
ercises as an engineering-team event. 
Both approaches have the same limi-
tation mentioned here, in that they 
result in an increase in confidence but 
cannot be used to achieve sufficient 
safety coverage. 

Automated fault injection can 
carry with it a paradox. If the faults 
that are injected (even at random) are 
handled in a transparent and graceful 
way, then they can go unnoticed. You 
would think this was the goal: for fail-
ures not to matter whatsoever when 
they occur. This masking of failures, 
however, can result in the very com-
placency they intend (at least should 
intend) to decrease. In other words, 
when you have randomly generated 
and/or continual fault injection and 
recovery happening successfully, care 
must be taken to raise the detailed 
awareness that this is happening—
when, how, where. Otherwise, the 
failures themselves become another 
component that increases complexity 
in the system while still having limita-
tions to their functionality (because 
they are still contrived and therefore 
sufficient). 

Fear
A lot of what I am proposing should 
simply be an extension of the confi-
dence-building tools that organiza-
tions already have. Automated quality 
assurance, fault tolerance, redundan-
cy, and A/B testing are all in the same 
category of GameDay scenarios, al-
though likely with less drama.

Should everything have an associat-
ed GameDay exercise? Maybe, or may-
be not, depending on the level of con-
fidence you have in the components, 
interactions, and levels of complexity 

found in your application and infra-
structure. Even if your business does 
not think that GameDay exercises are 
warranted, however, they ought to have 
a place in your engineering toolkit.

Safety Vaccines
Why would you introduce faults into 
an otherwise well-behaved production 
system? Why would that be useful?

First, these failure-inducing exer-
cises can serve as “vaccines” to im-
prove the safety of a system—a small 
amount of failure injected to help the 
system learn to recover. It also keeps a 
concern of failure alive in the culture of 
engineering teams, and it keeps com-
placency at bay.

It gathers groups of people who 
might not normally get together to 
share in experiencing failures and to 
build fault tolerance. It can also help 
bring the concept of operability in 
production closer to developers who 
might not be used to it. 

At a high level, production fault in-
jection should be considered one of 
many approaches used to gain confi-
dence in the safety and resilience of a 
system. Similar to unit testing, func-
tional testing, and code review, this ap-
proach is limited as to which surpris-
ing events it can prevent, but it also has 
benefits, many of which are cultural.  
We certainly cannot imagine working 
without it.	
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Thirteen years ago,  Eric Raymond’s essay,  
“The Cathedral and the Bazaar,”2 redefined our  
vocabulary and all but promised an end to the waterfall 
model and big software companies, thanks to the new 
grass-roots open source software development move-
ment. I found the book thought-provoking, but it did not 

convince me. On the other hand, be-
ing deeply involved in open source, I 
couldn’t help but think that it would 
be nice if he was right.

The book I brought to the beach 
house this summer is also thought- 
provoking, much more so than Ray-
mond’s book (which it even men-
tions rather positively): Frederick 
P. Brooks’s The Design of Design.1 
As much as I find myself nodding in 
agreement and as much as I enjoy 
Brooks’s command of language and 
subject matter, the book also makes 
me sad and disappointed.

Thirteen years ago also marks the 
apogee of the dot-com euphoria, where 
every teenager was a Web program-
mer and every college dropout had 
a Web startup. I had genuine fun try-
ing to teach some of those greenhorns 
about the good old-fashioned tricks 

of the trade—test-restoring backups, 
scripting operating-system installs, 
version control, and so on. Hindsight, 
of course, is 20/20 (that is, events may 
have been less fun than you remem-
ber), and there is no escaping that the 
entire dot-com era was a disaster for 
IT/CS in general and for software qual-
ity and Unix in particular.

I have not seen any competent 
analysis of how much bigger the IT 
industry became during the dot-com 
years. My own estimate is that—
counted in the kinds of jobs that 
would until then have been behind 
the locked steel doors of the IT de-
partment—our trade grew by two or-
ders of magnitude, or if you prefer, by 
more than 10,000%.

Getting hooked on computers is 
easy—almost anybody can make a 
program work, just as almost anybody 

A Generation 
Lost in  
the Bazaar

doi:10.1145/2347736.2347752

 

 

 Article development led by  
         queue.acm.org

Quality happens only when  
someone is responsible for it.

By Poul-Henning Kamp

http://queue.acm.org


54    communications of the acm    |   october 2012  |   vol.  55  |   no.  10

practice

can nail two pieces of wood together 
in a few tries. The trouble is that the 
market for two pieces of wood nailed 
together—inexpertly—is fairly small 
outside of the “proud grandfather” 
segment, and getting from there to 
a decent set of chairs or fitted cup-
boards takes talent, practice, and 
education. The extra 9,900% had nei-
ther practice nor education when they 
arrived in our trade, and before they 
ever had the chance to acquire it, the 
party was over and most of them were 
out of a job. I will charitably assume 
that those who managed to hang on 
were the most talented and most 
skilled, but even then there is no es-
caping that as IT professionals they 
mostly sucked because of their lack of 
ballast.

The bazaar meme advocated by 
Raymond, “Just hack it,” as opposed 
to the carefully designed cathedrals 
of the pre-dot-com years, did, unfor-
tunately, not die with the dot-com 
madness, and today Unix is rapidly 
sinking under its weight.

I updated my laptop. I have been 
running the development version of 
FreeBSD for 18 years straight now, and 
compiling even my Spartan work envi-
ronment from source code takes a full 
day, because it involves trying to make 
sense and architecture out of Ray-
mond’s anarchistic software bazaar.

At the top level, the FreeBSD ports 
collection is an attempt to create a 
map of the bazaar that makes it easy 
for FreeBSD users to find what they 
need. In practice this map currently 
consists of 22,198 files that give a 
summary description of each stall 
in the bazaar—a couple of lines tell-
ing you roughly what that stall offers 
and where you can read more about 
it. Also included are 23,214 Make-
files that tell you what to do with the 
software you find in each stall. These 
Makefiles also try to inform you of the 
choices you should consider, which 
options to choose, and what would 
be sensible defaults for them. The 
map also conveniently comes with 
24,400 patch files to smooth over the 
lack of craftsmanship of many of the 
wares offered, but, generally, it is lack 
of portability that creates a need for 
these patch files. 

Finally, the map helpfully tells you 
that if you want to have www/firefox, 
you will first need to get devel/nspr, 
security/nss, databases/sqlite3, and 
so on. Once you look up those in the 
map and find their dependencies, 
and recursively look up their depen-
dencies, you will have a shopping list 
of the 122 packages you will need be-
fore you can get to www/firefox.

Modularity and code reuse is, of 
course, A Good Thing. Even in the 

most trivially simple case, however, 
the CS/IT dogma of code reuse is to-
tally foreign in the bazaar: the soft-
ware in the FreeBSD ports collection 
contains at least 1,342 copied and 
pasted cryptographic algorithms.

If that resistance/ignorance of 
code reuse had resulted in self-con-
tained and independent packages 
of software, the price of the code du-
plication might actually have been 
a good trade-off for ease of package 
management. But that was not the 
case: the packages form a tangled 
web of haphazard dependencies that 
results in much code duplication and 
waste.

Here is one example of an ironic 
piece of waste: Sam Leffler’s graphics/
libtiff is one of the 122 packages on 
the road to www/firefox, yet the result-
ing Firefox browser does not render 
TIFF images. For reasons I have not 
tried to uncover, 10 of the 122 packag-
es need Perl and seven need Python; 
one of them, devel/glib20, needs both 
languages for reasons I cannot even 
imagine.

Further down the shopping list 
are repeated applications of the Pe-
ter Principle, a belief that in an orga-
nization where promotion is based 
on achievement, success, and merit, 
that organization’s members will 
eventually be promoted beyond their 
level of ability. The principle is com-
monly phrased, “Employees tend to 
rise to their level of incompetence.” 
Applying the principle to software, 
you will find that you need three dif-
ferent versions of the Make program, 
a macroprocessor, an assembler, and 
many other interesting packages. At 
the bottom of the food chain, so to 
speak, is libtool, which tries to hide 
the fact that there is no standardized 
way to build a shared library in Unix. 
Instead of standardizing how to do 
that across all Unixen—something 
that would take just a single flag to the 
ld(1) command—the Peter Principle 
was applied and made it libtool’s job 
instead. The Peter Principle is indeed 
strong in this case—the source code 
for devel/libtool weighs in at 414,740 
lines. Half that line count is test cases, 
which in principle is commendable, 
but in practice it is just the Peter Prin-
ciple at work: the tests elaborately ex-
plore the functionality of the complex 

/*You are not expected to understand this*/

## Whether `make' supports order-only prerequisites. 
AC_CACHE_CHECK([whether ${MAKE-make} supports order-only prerequisites],
[lt_cv_make_order_only], 
[mkdir conftest.dir 
cd conftest.dir 
touch b 
touch a 

cat >confmk << 'END' 
a: b | c 
a b c: 

touch $[]@ 
END 

touch c 
if ${MAKE-make} -s -q -f confmk >/dev/null 2>&1; then 
lt_cv_make_order_only=yes 

else 
lt_cv_make_order_only=no 

fi 
cd .. 
rm -rf conftest.dir 

]) 
if test $lt_cv_make_order_only = yes; then 
ORDER='|' 

else 
ORDER='' 

fi 
AC_SUBST([ORDER]) 
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solution for a problem that should 
not exist in the first place. Even more 
maddening is that 31,085 of those 
lines are in a single unreadably ugly 
shell script called configure. The idea 
is that the configure script performs 
approximately 200 automated tests, 
so that the user is not burdened with 
configuring libtool manually. This 
is a horribly bad idea, already much 
criticized back in the 1980s when it 
appeared, as it allows source code 
to pretend to be portable behind the 
veneer of the configure script, rather 
than actually having the quality of 
portability to begin with. It is a trav-
esty that the configure idea survived.

The 1980s saw very different Unix 
implementations: Cray-1s with their 
24-bit pointers, Amdahl UTS main-
frame Unix, a multitude of more or 
less competently executed SysV+BSD 
mashups from the minicomputer 
makers, the almost—but not quite—
Unix shims from vendors such as 
Data General, and even the genuine 
Unix clone Coherent from the paint 
company Mark Williams.

The configure scripts back then 
were written by hand and did things 
like figure out if this was most like a 
BSD- or a SysV-style Unix, and then 
copied one or the other Makefile and 
maybe also a .h file into place. Later 
the configure scripts became more 
ambitious, and as an almost predict-
able application of the Peter Princi-
ple, rather than standardize Unix to 
eliminate the need for them, some-
body wrote a program, autoconf, to 
write the configure scripts.

Today’s Unix/Posix-like operat-
ing systems, even including IBM’s z/
OS mainframe version, as seen with 
1980 eyes are identical; yet the 31,085 
lines of configure for libtool still 
checks if <sys/stat.h> and <stdlib.h> 
exist, even though the Unixen, which 
lacked them, had neither sufficient 
memory to execute libtool nor disks 
big enough for its 16MB source code.

How did that happen?
Well, autoconf, for reasons that 

have never made sense, was written in 
the obscure M4 macro language, which 
means the actual tests look like the ex-
ample in the accompanying figure.

Needless to say, this is more than 
most programmers would ever want 
to put up with, even if they had the 

skill, so the input files for autoconf 
happen by copy and paste, often 
hiding behind increasingly bloated 
standard macros covering “standard 
tests” such as those mentioned earli-
er, which look for compatibility prob-
lems not seen in the past 20 years.

This is probably also why libtool’s 
configure probes no fewer than 26 dif-
ferent names for the Fortran compiler 
my system does not have, and then 
spends another 26 tests to find out 
if each of these nonexistent Fortran 
compilers supports the -g option.

That is the sorry reality of the ba-
zaar Raymond praised in his book: a 
pile of old festering hacks, endlessly 
copied and pasted by a clueless gener-
ation of IT “professionals” who would 
not recognize sound IT architecture if 
you hit them over the head with it. It 
is difficult to believe today, but under 
this embarrassing mess lies the ruins 
of the beautiful cathedral of Unix, de-
servedly famous for its simplicity of 
design, its economy of features, and 
its elegance of execution. (Sic transit 
gloria mundi etc...etc...)

One of Brooks’s many excellent 
points is that quality happens only if 
somebody has the responsibility for 
it, and that “somebody” can be no 
more than one single person—with 
an exception for a dynamic duo. I 
am surprised that Brooks does not 
cite Unix as an example of this claim, 
since we can pinpoint with almost 
surgical precision the moment that 
Unix started to fragment: in the early 
1990s when AT&T spun off Unix to 
commercialize it, thereby robbing it 
of its architects.

More than once in recent years, 
others have reached the same con-
clusion as Brooks. Some have tried to 
impose a kind of sanity, or even to lay 
down the law formally in the form of 
technical standards, hoping to bring 
order and structure to the bazaar. So 
far they have all failed spectacularly, 
because the generation of lost dot-
com wunderkids in the bazaar has 
never seen a cathedral and therefore 
cannot even imagine why you would 
want one in the first place, much less 
what it should look like. It is a sad 
irony, indeed, that those who most 
need to read it may find The Design 
of Design entirely incomprehensible. 
But to anyone who has ever wondered 

if using m4 macros to configure auto-
conf to write a shell script to look for 
26 Fortran compilers in order to build 
a Web browser was a bit of a detour, 
Brooks book offers well-reasoned 
hope that there can be a better way.	

  Related articles  
  on queue.acm.org

Open vs. Closed: Which Source  
is More Secure? 

Richard Ford
http://queue.acm.org/detail.cfm?id=1217267

The Hyperdimensional Tar Pit 

Poul-Henning Kamp
http://queue.acm.org/detail.cfm?id=2108597

Broken Builds 
George Neville-Neil
http://queue.acm.org/detail.cfm?id=1740550

References
1.	B rooks, F. The Design of Design. Addison-Wesley 

Professional, 2010.
2.	R aymond, E. The Cathedral and the Bazaar. O’Reilly 

Media, Sebastapol, CA, 1999.

Poul-Henning Kamp (phk@FreeBSD.org) has 
programmed computers for 26 years and is the inspiration 
behind bikeshed.org. His software has been widely 
adopted as under-the-hood building blocks in both open 
source and commercial products. His most recent project 
is the Varnish HTTP accelerator, which is used to speed up 
large Web sites such as Facebook.

© 2012 ACM 0001-0782/12/10 $15.00 

http://queue.acm.org
http://queue.acm.org/detail.cfm?id=1217267
http://queue.acm.org/detail.cfm?id=2108597
http://queue.acm.org/detail.cfm?id=1740550
mailto:phk@Freebsd.org
http://bikeshed.org


56    communications of the acm    |   october 2012  |   vol.  55  |   no.  10

contributed articles

I
l

l
u

s
t

r
a

t
i

o
n

 b
y

 R
a

n
d

y
 L

y
h

u
s

Since 2005, we  have conducted an extensive series of 
behavioral experiments at the University of Pennsylvania 
on the ability of human subjects to solve challenging 
global tasks in social networks from only local, 
distributed interactions. In these experiments, dozens 
of subjects simultaneously gather in a laboratory 
of networked workstations, and are given financial 
incentives to resolve “their” local piece of some 
collective problem, which is specified via individual 
incentives and may involve aspects of coordination, 
competition, and strategy. The underlying network 
structures mediating the interaction are unknown to 
the subjects, and are often chosen from well-studied 
stochastic models for social network formation. 
The tasks examined have been drawn from a wide 
variety of sources, including computer science and 
complexity theory, game theory and economics, and 
sociology. They include problems as diverse as graph 
coloring, networked trading, and biased voting. This 
article surveys these experiments and their findings. 

Our experiments are inherently in-
terdisciplinary, and draw their formu-
lations and motivations from a number 
of distinct fields. Here, I mention some 
of these related areas and the questions 
they have led us to focus upon.

˲˲ Computer science. Within com-
puter science there is current interest 
in the field’s intersection with eco-
nomics (in the form of algorithmic 
game theory and mechanism design22), 
including on the topic of strategic in-
teraction in networks, of which our 
experiments are a behavioral instance. 
Within the broader technology com-
munity, there is also rising interest in 
the phenomenon of crowdsourcing,26 
citizen science,18 and related areas, 
which have yielded impressive “point 
solutions,” but which remains poorly 
understood in general. What kinds of 
computational problems can popula-
tions of human subjects (perhaps aid-
ed by traditional machine resources) 
solve in a distributed manner from rel-
atively local information and interac-
tion? Does complexity theory or some 
variant of it provide any guidance? Our 
experiments have deliberately exam-
ined a wide range of problems with 
varying computational difficulty and 
strategic properties. In particular, al-
most all the tasks we have examined 
entail much more interdependence 
between user actions than most crowd-
sourcing efforts to date.

˲˲ Behavioral economics and game 
theory. Many of our experiments have 

Experiments 
in Social 
Computation

doi:10.1145/2347736.2347753

Human subjects perform a computationally 
wide range of tasks from only local, networked 
interactions. 

By Michael Kearns

 key insights

 � �Groups of human subjects are able 
to solve challenging collective tasks 
that require considerably more 
interdependence than most fielded 
crowdsourcing systems exhibit.

 � �In its current form, computational 
complexity is a poor predictor of the 
outcome of our experiments. Equilibrium 
concepts from economics are more 
appropriate in some instances.

 � �The possibility of Web-scale versions  
of our experiments is intriguing,  
but they will present their own special 
challenges of subject recruitment, 
retention, and management.
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an underlying game-theoretic or eco-
nomic model, and all are conducted 
via monetary incentives at the level of 
individual subjects. They can thus be 
viewed as experiments in behavioral 
economics,1 but taking place in (artifi-
cial) social networks, an area of grow-
ing interest but with little prior experi-
mental literature. In some cases we can 
make detailed comparisons between 
behavior and equilibrium predictions, 
and find systematic (and therefore po-
tentially rectifiable) differences, such 
as networked instances of phenomena 
like inequality aversion.

˲˲ Network science. Network Science 
is itself an interdisciplinary and emerg-
ing area9,25 that seeks to document 
“universal” structural properties of 
social and other large-scale networks, 
and ask how they might form and influ-
ence network formation and dynam-
ics. Our experiments can be viewed as 
extending this line of questioning into 
a laboratory setting with human sub-
jects, and examining the ways in which 
network structure influences human 
behavior, strategies, and performance.

˲˲ Computational social science.
While our experimental designs have 
often emphasized collective problem 
solving, it is an inescapable fact that 
individual human subjects make up 
the collective, and individual decision-
making, strategies, and personalities 
influence the outcomes. What are 
these influences, and in what ways do 
they matter? In many of our experi-
ments there are natural and quantifi-
able notions of traits like stubborn-
ness, stability, and cooperation whose 
variation across subjects can be mea-
sured and correlated with collective 
behavior and performance, and in turn 
used to develop simple computational 
models of individual behavior for pre-
dictive and explanatory purposes.

This article surveys our experiments 
and results to date, emphasizing over-
all collective performance, behavioral 
phenomena arising repeatedly across 
different tasks, task- and network-spe-
cific findings that are particularly strik-
ing, and the overall methodology and 
analyses employed. It is worth noting at 
the outset that one of the greatest chal-
lenges posed by this line of work has 
been the enormous size of the design 
space: each experimental session in-
volves the selection of a collective prob-

lem, a set of network structures, their 
decomposition into local interactions 
and subject incentives, and values for 
many other design variables. Early on 
we were faced with a choice between 
breadth and depth—that is, designing 
experiments to try to populate many 
points in this space, or picking very spe-
cific types of problems and networks, 
and examining these more deeply over 
the years. Since the overarching goal 
of the project has been to explore the 
broad themes and questions here, and 
to develop early pieces of a behavioral 
science of human computation in net-
worked settings, we have opted for 
breadth, making direct comparisons 
between some of our experiments diffi-
cult. Clearly much more work is needed 
for a comprehensive picture to emerge.

In the remainder of this article, I 
describe the methodology of our ex-
periments, including the system and 
its GUIs, human subject methodology, 
and session design. I then summarize 
our experiments to date and remark 
on findings that are common to all or 
most of the different tasks and high-
light more specific experimental re-
sults on a task-by-task basis. 

Experimental Methodology
All of the experiments discussed here 
were held over a roughly six-year pe-
riod, in a series of approximately two-
hour sessions in the same laboratory of 
workstations at the University of Penn-
sylvania. The experiments used an 
extensive software, network and visu-
alization platform we have developed 
for this line of research, and which has 
been used by colleagues at other insti-
tutions as well. In all experiments the 
number of simultaneous subjects was 
approximately 36, and almost all of the 
subjects were drawn from Penn under-
graduates taking a survey course on 
the science of social networks.12 Each 
experimental session was preceded by 
a training and demonstration period 
in which the task, financial incentives, 
and GUI were explained, and a practice 
game was held. Sessions were closely 
proctored to make sure subjects were 
attending to their workstation and 
understood the rules and GUI; under 
no circumstances was advice on strat-
egy provided. Physical partitions were 
erected around workstations to ensure 
subjects could only see their own GUI. 

While our 
experimental 
designs have 
often emphasized 
collective problem 
solving, it is an 
inescapable fact 
that individual 
human subjects 
make up the 
collective, and 
individual decision-
making, strategies, 
and personalities 
influence the 
outcomes.
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No communication or interaction of 
any kind outside that provided by the 
system was permitted. The system 
tabulated the total financial compen-
sation earned by each subject through-
out a session, and subjects were paid 
by check at a later date following the 
session. Compensation was strictly 
limited to the actual earnings of each 
individual subject according to their 
own play and the rules of the particular 
task or game; there was no compensa-
tion for mere participation. Following 
a session, subjects were given an exit 
survey in which they were asked to de-
scribe any strategies they employed 
and behaviors they observed during 
the experiments. 

Within an individual experimen-
tal session, the overall collective task 
or problem was fixed or varied only 
slightly (for example, an entire session 
on graph coloring), while the underly-
ing network structures mediating the 
interaction would vary considerably. 
Thus, the sessions were structured as 
a series of short (1 to 5 minutes) ex-
periments, each with its own network 
structure but on the same task. This is 
the natural session format, since once 
the task and incentives are explained 
to the subjects, it is relatively easy for 
them to engage in a series of experi-
ments on differing networks, whereas 
explaining a new task is time-consum-
ing. Each experiment had a time limit 
imposed by the system, in order to 
ensure the subjects would not remain 
stuck indefinitely on any single experi-
ment. In some sessions, there were 
also conditions for early termination 
of an experiment, typically when the 
instance was “solved” (for example, a 
proper coloring was found). A typical 

session thus produced between 50 and 
100 short experiments.

Within an individual experiment, 
the system randomly assigned subjects 
to one of the vertices in the network 
(thus there was neither persistence nor 
identifiability of network neighbors 
across experiments). Each subject’s 
GUI (see Figure 1) showed them a lo-
cal view of the current state of the net-
work—usually a local fragment of the 
overall network in which the subject’s 
vertex was in the middle and clearly 
labeled, as well as edges shown to the 
subject’s network neighbors. Edges 
between a subject’s neighbors were 
shown as well, but no more distant 
structure. The GUI also always clearly 
showed the incentives and current 
payoffs for each subject (which might 
vary from subject to subject within an 
experiment), as well the time remain-
ing in the experiment. Typical incen-
tives might pay subjects for being a 
different color than all their neighbors 

(graph coloring), the same color (con-
sensus), or perhaps the same color but 
with different payoffs for different col-
ors (biased voting). Other experiments 
involved financial scenarios, and the 
interface provided a mechanism for 
subjects to bargain or trade with their 
network neighbors. In general, GUIs 
always provided enough information 
for subjects to see the state of their 
neighbors’ current play, and for them 
to determine their current (financial) 
best response.

Summary of Experiments
The accompanying table briefly sum-
marizes the nature of the experiments 
conducted to date, describing the 
collective task, the network struc-
tures used, the individual incentives 
or mechanism employed, and some 
of the main findings that we detail 
below. Our first remark is on the di-
versity of these experiments along 
multiple dimensions. In terms of the 

Figure 1. Sample screenshot of subject GUI for a biased-voting experiment; many other  
sessions involved similar GUIs. 

The central panel shows the subject’s 
vertex (currently in the “blue” state)  
with black edges to network neighbors  
and their current states; red lines denote 
edges between the subject’s neighbors.  
The bottom action panel allows the subject 
to change their current state any time,  
while the top panel specifies their incentives 
and elapsed time in the experiment. 

Summary of experiments to date. ER stands for Erdös-Renyi, PA for preferential attachment. 

Task Description Networks Incentives/Mechanism Sample Findings

graph coloring17 cycle+chords; PA differ with neighbors chords help; importance  
of information view

coloring and consensus10 clique chain w/rewiring differ/agree with neighbors opposite structure/task effects
networked trade13 ER; PA; structured;  

all bipartite
limit orders for trades  
for opposing good

comparison to equilibrium theory; 
networked inequality aversion

networked bargaining3 assorted Nash bargain on each edge behavioral price of obstinacy
independent set15 assorted kings and pawns with  

side payments
side payments help;  
conflict and fairness

biased voting14 ER and PA between types;  
minority power

consensus with competing  
individual preferences

well-connected  
minority rules 

network formation16 endogenous to the game biased voting minus edge 
expenditures

poor collective  
performance



60    communications of the acm    |   october 2012  |   vol.  55  |   no.  10

contributed articles

tasks, the computational complexity 
of the problems studieda varies from 
the trivial (biased voting and consen-
sus, though this latter problem is dif-
ficult in standard models of distrib-
uted computation); to the tractable 
but challenging (networked trade, 
for which the closest corresponding 
algorithmic problem is the computa-
tion of market equilibria); to the likely 
intractable (graph coloring and inde-
pendent set, both NP-hard). In terms 
of the networks, we have investigated 
standard generative models from the 
literature such as Erdös-Renyi, prefer-
ential attachment, and small worlds; 
highly structured networks whose de-
sign was chosen to highlight strategic 
tensions in the task and incentives; 
regular networks without obvious 
mechanisms to break symmetry; and 

a	 Clearly computational complexity provides 
limited insight at best here, since it examines 
worst-case, centralized, asymptotic compu-
tation, all of which are violated in the experi-
ments. But it remains the only comprehensive 
taxonomy of computational difficulty we have; 
perhaps these experiments call for a behavior-
al variant, much as behavioral game theory has 
provided for its parent field.

various other topologies. Figure 2 de-
picts visualizations of a sampling of 
network structures investigated. And 
finally, regarding the financial incen-
tives, these have varied from coopera-
tive (tasks where all players could si-
multaneously achieve their maximum 
payoff in the solution); to competitive 
(where higher payoffs for some play-
ers necessarily entail lower payoffs for 
others); to market-based trading and 
bargaining, where there are nontrivial 
networked equilibrium theories and 
predictions; and to settings where 
side payments were permitted.

Despite this diversity, and the diffi-
culties in making direct comparisons 
across sessions and experiments it 
engenders, there is one unmistak-
able commonality that has emerged 
across our six-year investigation: hu-
man subjects perform remarkably well 
at the collective level. While we have 
observed significant variability in per-
formance across tasks, networks, and 
incentives, overall the populations 
have consistently exceeded our expec-
tations. There is a natural and easy 
way of quantifying this performance: 
for any given short experiment, we of 

course know the exact network used, 
and the incentives and their arrange-
ment within the network, and thus can 
compute the maximum welfare solu-
tion for that particular experiment—
that is, the state or arrangement of 
subject play that would generate the 
greatest collective payments to the 
subjects. For each experiment, our sys-
tem has also recorded the actual pay-
ments made, which are by definition 
less than the maximum social welfare. 
We can thus sum up all of the actual 
payments made across all sessions 
and experiments, and divide it by the 
sum of all the maximum social welfare 
payments to arrive at a measure of the 
overall efficiency of the subject pools 
over the years.

The resulting figure across the 
lifetime of our projectb is 0.88—thus, 
overall subjects have extracted close to 
90% of the payments available to them 
in principle. In interpreting this figure 
it should be emphasized that it is an 
average taken over the particular en-
semble of tasks and networks we have 
studied, which as mentioned before 
was chosen for its breadth and not in 
a globally systematic fashion. Clearly it 
is possible to craft behaviorally “hard” 
problems and networks.

Nevertheless, their efficiency shows 
that subjects are capable of high per-
formance on a wide variety of tasks and 
graph topologies.

Another phenomenon consistent 
across tasks has been the importance 
of network structure. For most tasks, 
we found there was a systematic and 
meaningful dependence of collective 
behavior on structure, and often an 
approximate ordering of difficulty of 
the network topologies could be in-
ferred. Thus, simple cycles prove more 
difficult for coloring than preferential 
attachment networks,17 denser net-
works result in higher social welfare in 
networked trading,13 and so on. How-
ever, such dependences on structure 
are highly task-specific—which is per-
haps not surprising for fixed heuristics 
or algorithms, but has not been docu-
mented behaviorally before. Indeed, 
in one set of experiments we isolated 

b	 This excludes the most recent experiments in 
network formation, which are of a qualitatively 
different nature than the rest, and result in a 
rather surprising outcome discussed later.

(a) from consensus and independent-
set experiments, a chain of six cliques 
of size 6, with a fraction of the internal 
clique edges “rewired” to random 
vertices, thus allowing interpolation 
between a highly “tribal” network and 
effectively random networks.

(c) from biased-voting experiments, 
a preferential attachment network 
with a minority of high-degree players 
preferring red.

(b) from coloring experiments, 
an engineered structure with a 
cycle and two “leaders” in a two-
colorable graph.

(d) from many tasks, a sample 
Erdös-Renyi network.

Figure 2. A small sampling of network structures in experiments.
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this phenomenon by showing that for 
two cognitively similar (but computa-
tionally different) problems, and for 
a particular generative model for net-
works, the effects of structure on col-
lective behavioral performance is the 
opposite in the two tasks,10 a finding 
discussed later in greater detail.

The third consistency we found 
across both tasks and networks was 
the emergence of individual subject 
“personalities” or behavioral traits. 
Our experimental platform is delib-
erately stylized, and effectively shoe-
horns the complexity of real human 
subjects into a highly constrained sys-
tem, where language, emotion, and 
other natural forms of communica-
tion are eradicated, and all interac-
tions must take place only via simple 
actions like selecting a color or offer-
ing a trade. While there are obvious 
drawbacks to this stylization in terms 
of realism, one benefit is that when 
we make a clear finding—such as the 
ability of a small but well-connected 
minority to systematically impose its 
preferences on the majority14—we 
have done so in a way that might iden-
tify the minimal network and task 
conditions for it to emerge.

Nevertheless, in our experiments 
we consistently find subjects differ-
entiating and expressing themselves 
within the constraints of our system 
in ways that can be measured and 
compared. For instance, in many of 
our experiments there are natural no-
tions of traits like stubbornness, sta-
bility, selfishness, patience, among 
others, that can be directly measured 
in the data, and the frequency of such 
behavior tallied for each subject. We 
often find the variation in such be-
haviors across a population indeed 
exceeds what can be expected by 
chance, and thus can be viewed as 
the personalities of human subjects 
peeking through our constraints. 
Harder to measure but still clearly 
present in almost every experiment 
we have conducted is the emergence 
of (sometimes complex) “signaling” 
mechanisms—it seems that when our 
system takes language away, the first 
thing subjects do is try to reintroduce 
it. From such behavioral traits arise 
many interesting questions, such as 
whether specific traits such as stub-
bornness are correlated with higher 

payoffs (sometimes they are, other 
times not), and whether certain mix-
tures of subject personalities are nec-
essary for effective collective perfor-
mance (such as a mixture of stubborn 
and acquiescent individuals in coor-
dination problems).

Highlights of Results
We now turn our attention to results 
at the level of specific tasks. For each 
task, I briefly outline any noteworthy 
details of the GUI or experimental set-
up, and then highlight some of the 
main findings.

Coloring and consensus. Our first 
set of experiments17 explored the be-
havioral graph coloring task already 
alluded to—subjects were given finan-
cial incentives to be a different color 
than their network neighbors, saw 
only the colors of their local neighbor-
hood, and were free to change their 
color at any time, choosing from a 
fixed set of colors whose size was the 
chromatic number of the underlying 
graph (thus demanding the subjects 
find an optimal coloring). It was in 
these initial experiments that we first 
found strong effects of network struc-
ture. For instance, while a simple two-
colorable cycle proved surprisingly 
hard for the subjects—comparable 
to their difficulty with more complex 
and dense preferential attachment 
graphs—this difficulty was greatly 
eased by the addition of random 
chords to the cycle, which reduces 
diameter and increases edge density. 
But the preferential attachment net-
works had the smallest diameter and 
highest edge density, so these struc-
tural properties do not alone explain 
collective performance.

A theme that runs throughout our 
experiments is that intuitions about 
what networks might be easy or dif-
ficult can be strongly violated when 
considering a distributed human 
population using only local informa-
tion. The challenge of finding simple 
explanations of such structural results 
is highlighted by the fact that a natural 
distributed, randomized heuristic for 
coloring—namely, not changing col-
ors if there is no current conflict with 
neighbors, changing to a color resolv-
ing a local conflict if one exists, and 
picking a random color if conflict is 
unavoidable—produced an ordering of 

A theme running 
throughout our 
experiments is that 
intuitions about 
what networks 
might be easy or 
difficult can be 
strongly violated 
when considering 
a distributed 
human population 
using only local 
information. 
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the difficulty of the networks that was 
approximately the reverse of that for 
the subjects.

These first experiments were also 
the only ones in which we investigat-
ed the effects of global information 
views on performance. In a subset of 
the experiments, subjects actually saw 
the current state of the entire network 
(again with their own vertex in the net-
work clearly indicated), not just the col-
ors of their neighbors. Not surprising-
ly, this global view led to dramatically 
improved performance in a simple 

cycle, where the symmetric structure 
of the network and the optimal solu-
tion become immediately apparent. 
But strikingly, in preferential attach-
ment networks, global views led to 
considerable degradation in collective 
performance—perhaps an instance 
of “information overload,” or simply 
causing subjects to be distracted from 
attending to their local piece of the 
global problem.

In a later session,10 we ran experi-
ments on both coloring and consensus  
(where subjects were given financial 

incentives to be the same color as their 
neighbors, chosen from a fixed menu 
of nine colors), on the same set of un-
derlying networks. Despite the vastly 
different (centralized) computational 
complexity of these problems—coloring 
being NP-hard, consensus trivial—the 
two tasks are cognitively very similar 
and easy for subjects to switch be-
tween: coloring is a problem of social 
differentiation, consensus one of so-
cial coordination.

In these experiments, the networks 
were drawn from a parametric family 
that begins with six cliques of size six 
loosely connected in a chain. A rewiring 
parameter q determines the fraction of 
internal clique edges that are replaced 
with random “long distance” edges, 
thus allowing interpolation between a 
highly clustered, “tribal” network, and 
the Erdös-Renyi random graph model; 
see Figure 2(a) for an example. The pri-
mary finding here was that the effect 
on collective performance of varying 
the rewiring parameter is systematic 
and opposite for the two problems—
consensus performance benefits from 
more rewiring, coloring performance 
suffers. This effect can be qualitatively 
captured by simple distributed heu-
ristics, but this does not diminish the 
striking behavioral phenomenon (see 
Figure 3). The result suggests that ef-
forts to examine purely structural prop-
erties of social and organizational net-
works, without careful consideration 
of how structure interacts with the 
task(s) carried out in those networks, 
may provide only limited insights on 
collective behavior.

In addition to such systematic, sta-
tistically quantifiable results, our ex-
periments often provide interesting 
opportunities to visualize collective 
and individual behavior in more anec-
dotal fashion. Figure 4 shows the ac-
tual play during one of the consensus 
experiments on a network with only a 
small amount of rewiring, thus largely 
preserving the tribal clique structure. 
Each row corresponds to one of the 36 
players, and the horizontal axis repre-
sents elapsed time in the experiment. 
The horizontal bars then show the ac-
tual color choice by the player at that 
moment. The first six rows correspond 
to the players in the first (partially re-
wired) clique, the next six to the sec-
ond clique, and so on. The underlying 

Figure 3. Average time to global solution for coloring and consensus experiments  
(solid lines) as a function of edge rewiring in a clique-chain network, and simulation times 
(dashed lines) on the same networks for distributed heuristics. The parametric structure 
has the opposite effect on the two problems. 
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Figure 4. Visualization of a consensus experiment with low rewiring parameter, showing  
collective and individual behaviors, and effects of underlying clique structure. 
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network structure manifests itself vi-
sually in the tendency for these groups 
of six to change colors approximately 
simultaneously. As was typical, after 
an initial diversity of colors, the popu-
lation quickly settles down to just two 
or three, and nearly converges to blue 
before a trickle of orange propagates 
through the network and takes firm 
hold; at some point the majority is or-
ange, but this wanes again until the 
experiment ends in deadlock. Acts of 
individual signaling (such as toggling 
between colors) and (apparent) irra-
tionality or experimentation (playing a 
color not present anywhere else in the 
network) can also be observed.

Networked trading and bargain-
ing. Our experiments on trading and 
bargaining differ from the others in 
that they are accompanied by nontriv-
ial equilibrium theories that general-
ize certain classical microeconomic 
models to the networked setting.4,11 In 
the networked trading experiments,4 
there were two virtual goods available 
for trade—call them milk and wheat—
and two types of players: those that 
start with an endowment of milk, but 
whose payoff is proportional only to 
how much wheat they obtain via trade; 
and those that start with wheat but 
only value milk. All networks were bi-
partite between the two types of play-
ers, and trade was permitted only with 
network neighbors; players endowed 
with milk could only trade for wheat 
and vice-versa, so there were no “re-
sale” or arbitrage opportunities. All 
endowments were fully divisible and 
equal, so the only asymmetries are 
due to network position. The system 
GUI allowed players to broadcast to 
their neighbors a proposed rate of ex-
changec of their endowment good for 
the other good in the form of a tradi-
tional limit order in financial markets, 
and to see the counter offers made by 
their neighbors; any time the rates of 
two neighboring limit orders crossed, 
an irrevocable trade was booked for 
both parties. 

For the one-shot, simultaneous 
trade version of this model, there is 
a detailed equilibrium theory that 

c	 As per the theoretical model, players were not 
able to offer different rates to different neigh-
bors; thus conceptually prices label vertices, 
not edges.

precisely predicts the wealth of every 
player based on their position in the 
network;11 in brief, the richest and 
poorest players at equilibrium are 
determined by finding the subset of 
vertices whose neighbor set yields the 
greatest contraction,d and this can 
be applied recursively to compute all 
equilibrium wealths. An implication 
is that the only bipartite networks 
in which there will not be variation 
in player wealths at equilibrium are 
those that contain perfect match-
ings. One of the primary goals of the 
experiment was to test this equilib-
rium theory behaviorally, particularly 
because equilibrium wealths are not 
determined by local structure alone, 
and thus might be challenging for hu-
man subjects to discover from only lo-
cal interactions; even the best known 
centralized algorithm for computing 
equilibrium uses linear programming 
as a subroutine.5 We again examined 
a wide variety of network structures, 
including several where equilibrium 
predictions have considerable varia-
tion in player wealth.

There were a number of notable 
findings regarding the comparison of 
subject behavior to the equilibrium 
theory. In particular, across all experi-
ments and networks, there was strong 
negative correlation between the equi-
librium predicted variation of wealth 
across players, and the collective earn-
ings of the human subjects—even 
though there was strong positive cor-
relation between equilibrium wealth 
variation and behavioral wealth varia-
tion. In other words, the greater the 
variation of wealth predicted by equi-
librium, the greater the actual varia-
tion in behavioral wealth, but the more 
money that was left on the table by the 
subjects. This apparent distaste for 
unequal allocation of payoffs was con-
firmed by our best-fit model for player 
payoffs, which turned out to be a mix-
ture of the equilibrium wealth distri-
bution and the uniform distribution 
in approximately a (3/4; 1/4) weight-
ing. Thus the equilibrium theory is 
definitely relevant, but is improved by 
tilting it toward greater equality. This 

d	 For instance, a set of 10 milk players who col-
lectively have only three neighboring wheat 
players on the other side of the bipartite net-
work has a contraction of 10/3.

can be viewed as a networked instance 
of inequality aversion, a bias that has 
been noted repeatedly in the behavior-
al game theory literature.1

Our experiments on networked 
bargaining3 have a similarly financial 
flavor, and are also accompanied by 
an equilibrium theory.4 In these experi-
ments, each edge in the network rep-
resents a separate instance of Nash’s 
bargaining game:21 if by the end of 
the experiment, the two subjects on 
each end of an edge can agree on how 
to split $2, they each receive their ne-
gotiated share (otherwise they receive 
nothing for this edge). Subjects were 
thus simultaneously bargaining in-
dependently with multiple neighbors 
for multiple payoffs. Network effects 
can arise due to the fact that different 
players have different degrees and thus 
varying numbers of deals, thus affect-
ing their “outside options” regarding 
any particular deal. In many experi-
ments, the system also enforced limits 
on the number of deals a player could 
close; these limits were less than the 
player’s degree, incentivizing subjects 
to shop around for the best deals in 
their neighborhood. The system pro-
vided a GUI that let players make and 
see separate counter offers with each 
of their neighbors.

Perhaps the most interesting find-
ing regarded the comparison between 
subject performance and a simple 

Figure 5. Human performance vs. greedy 
algorithm in networked bargaining,  
demonstrating the effects of subject  
obstinacy. Where occlusions occur,  
blue dots are slightly enlarged for visual 
clarity. The length of the vertical lines 
measure the significant effects of subject 
obstinacy on payoffs.
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greedy algorithm for approximating 
the maximum social welfare solution, 
summarized in Figure 5. This cen-
tralized greedy algorithm simply se-
lects random edges in the network on 
which to close bargains, subject to any 
deal limits in the experiment, until no 
further deals could be closed without 
violating some deal limit. The social 
welfare obtained (which does not re-
quire specifying how the edge deals 
are split between the two players) is 
then simply $2 times the number of 
closed deals, as it is for the behavioral 
experiments as well.

The blue dots in Figure 5 each rep-
resent averages over several trials of 
one of the network topologies exam-
ined (thus each dot corresponds to a 
different topological family). The x 
value shows the social welfare of the 

greedy algorithm as a percentage of 
the maximum social welfare (optimal) 
solution, while the y value shows the 
same measure for the human sub-
jects. Averaged over all topologies, 
both humans and greedy perform 
rather well—roughly 92% of optimal 
(blue open circle). However, while the 
greedy solutions are maximal and thus 
cannot be locally improved, much of 
the inefficiency of the subjects can be 
attributed to what we might call the 
Price of Obstinacy: at the end of many 
experiments, there were a number of 
deals that still could have been closed 
given the deal limits on the two end-
points, but on which the two human 
subjects had not been able to agree to 
a split. If we simply apply the greedy 
algorithm to the final state of each 
behavioral experiment, and greed-

ily close as many remaining deals as 
possible, the potential performance of 
the subjects on each topology, absent 
obstinacy, rises to the orange dot con-
nected to the corresponding blue dot 
in the figure. This hypothetical sub-
ject performance is now well above 
the performance of pure greedy (all or-
ange points above the diagonal now), 
and the average across topologies is 
close to 97% of optimal (orange open 
circle). In other words, the human 
subjects are consistently finding bet-
ter underlying solutions than those 
obtained by simply running greedy on 
the initial graph, but are failing to re-
alize those better solutions due to un-
closed deals. While humans may show 
aversion to inequality of payoffs, they 
can also be stubborn to the point of 
significant lost payoffs.

Independent set. Another set of 
experiments required subjects to 
declare their vertex to be either a 
“king” or a “pawn” at each moment, 
with the following resulting payoffs: 
any player who is the only one that 
has declared kingship in his neigh-
borhood enjoys the highest possible 
rate of pay; but if one or more of 
their neighbors are also kings, the 
player receives nothing. On the other 
hand, pawns receive an intermediate 
rate of pay regardless of the states of 
their neighbors. It is easily seen that 
the Nash equilibria of the one-shot, 
simultaneous move version of this 
game are the maximal independent 
sets (corresponding to the kings) of 
the graph, while the maximum social 
welfare state is the largest indepen-
dent set, whose centralized computa-
tion is NP-hard. Because we were con-
cerned that computing payoffs based 
on only the final state of the gain 

Figure 7. Series of snapshots of global state in a minority power biased voting experiment, showing an instance in which a minority player 
(upper left vertex R) acquiesces at various times though eventually wins out. 

Figure 6. From independent-set experiments: Average income disparity between neighbors 
(x-axis) vs. average time neighbors are conflicting kings (y-axis), both with (blue) and with-
out (orange) side payments. Grouped by network structure. The side payments uniformly 
reduced conflict and disparity. 
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would lead to an uninteresting global 
“chicken” strategy (all players declar-
ing king until the final seconds of the 
experiment, with some players then 
“blinking” and switching to pawn), 
in these experiments payoffs accrued 
continuously according to the pro-
rated time players spent in each of 
the three possible states (pawn, king 
with no conflicting neighbors, con-
flicting kings).

Every experiment was run under 
two conditions—one just as described 
above, and another in which the GUI 
included an additional element: in 
the case that the player was the lone 
king in their neighborhood, and thus 
enjoying the highest rate of pay, a 
slider bar permitted them to specify a 
fraction of their earnings in that state 
to be shared equally among all their 
neighbors (whose pawn status allows 
the king’s high payoff). These “tips” or 
side payments could range from 0% to 
100% in increments of 10%, and could 
be adjusted at any time. Note that in 
some cases, depending on network 
structure, some vertices might be able 
to obtain a higher rate of pay by being 
a pawn receiving side payments from 
many neighboring kings than by being 
the lone king in their neighborhood.

The most striking finding was that, 
across a wide variety of network struc-
tures, the introduction of the side pay-
ments uniformly raised the collective 
payoffs or social welfare. Side pay-
ment rates were often generous, and 
averaged close to 20%. Furthermore, 
when side payments are introduced, 
both the average income disparity be-
tween neighboring players, and the 
amount of time they spend as conflict-
ing kings, are considerably reduced, 
across all network structures exam-
ined (see Figure 6). This suggests that 
without side payments, subjects used 
conflict, which reduces the wealth of 
all players involved, to express per-
ceived unfairness or inequality. The 
side payments reduce unfairness and 
consequently reduce conflict, thus fa-
cilitating coordination and raising the 
social welfare.

Biased voting. The biased voting 
experiments14 shared with the earlier 
consensus experiments an incentive 
toward collective agreement and co-
ordination, but with an important 
strategic twist. As in consensus, each 

player had to simply select a color for 
their vertex, but now only between the 
two colors red and blue. If within the 
allotted time, the entire population 
converged unanimously to either red 
or blue, the experiment was halted 
and every player received some payoff. 
If this did not occur within the allot-
ted time, every player received nothing 
for that experiment. Thus the incen-
tives were now not at the individual 
level, but at the collective—players 
had to not only agree with their neigh-
bors, but with the entire network, even 
though they were still given only local 
views and interactions.

The strategic twist was that dif-
ferent players were paid different 
amounts for convergence to the two 
colors within the same experiment. 
In particular, some players received a 
higher payoff for convergence to blue, 
while others received a higher payoff 
for convergence to red. Typical incen-
tives might pay blue-preferring play-
ers $1.50 for blue convergence and 
only $0.50 for red, with red-preferring 
players receiving the reverse. Some ex-
periments permitted asymmetries be-
tween higher and lower payoffs, thus 
incentivizing some players to “care” 
more about the color chosen by the 
population. These experiments thus 
set up a deliberate tension between 
competing individual preferences and 
the need for collective unity.

In the most dramatic set of ex-
periments, networks were chosen ac-
cording to preferential attachment—
known to generate a small number 
of vertices with high degree—and the 
vast majority of players given incen-
tives that paid more for convergence 
to blue. However, the minority of ver-
tices preferring red was chosen to be 
the high-degree vertices. These ex-
periments tested whether a small but 
well-connected minority could system-
atically impose its preferences on the 
majority, thus resulting in suboptimal 
social welfare.

The answer was resoundingly affir-
mative: in 27 such “minority power” 
experiments, 24 of them resulted in 
the subjects reaching a unanimous 
choice—in every case, the preferred 
choice of the well-connected minor-
ity. The finding is especially surprising 
when we remember that since everyone 
has only local views and information, 

The side payments 
reduce unfairness 
and consequently 
reduce conflict, 
thus facilitating 
coordination  
and raising the 
social welfare.
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the powerful minority has no particular 
reason to believe they are powerful—in 
fact, their high degree ensured that at 
the start of each such experiment, they 
would see themselves surrounded by 
players choosing the opposing color. 
Indeed, the minority players would of-
ten acquiesce to the majority early in 
the experiment (see Figure 7, which 
shows a series of snapshots of actual 
play during an experiment). But the dy-
namics always eventually came to favor 
the minority choice.

A behavioral network formation 
game. Our most recent experiments16 
attempted to address what is perhaps 
the greatest of many artificialities in 
this line of research: the exogenous 
imposition of the social network struc-
ture mediating interactions. While cor-
porations and other social entities of 
course often do impose organizational 
structure, it is natural to believe that 
in many circumstances, humans will 
organically construct the communica-
tion and interaction patterns required 
to solve a task efficiently—perhaps 
even circumventing any imposed hi-
erarchy or structure. Given the afore-
mentioned overall strong performance 
of our subjects across a wide variety of 
challenging tasks, even when network 
structures were complex and not di-
rectly optimized for the task, we were 
naturally interested in whether perfor-
mance might improve even further if 
the subjects could collectively choose 
the networks themselves.

We thus ran among the first experi-
ments in network formation games, 
on which there is an active theoreti-
cal literature.8,24 We wanted to design 
such a game in which the formation 
of the network was not an end in it-
self, as it is in many of the theoreti-
cal works, but was in service of a col-
lective task—which we again chose 
to be biased voting. The framework 
was thus as followed: the payoff func-
tions for the players was exactly as 
described for biased voting, with all 
players wanting to reach unanimity, 
but having a preferred (higher pay-
off) color. Now, however, there were 
no edges in the network at the start 
of each experiment—every vertex 
was isolated, and players could thus 
see only their own color. Through-
out the experiment, players could 
optionally and unilaterally purchase 

edges to other players, resulting in 
subsequent bilateral viewing of each 
other’s colors for the two players; the 
GUI would adapt and grow each play-
er’s neighborhood view as edges were 
purchased. A player’s edge purchases 
were deducted from any eventual pay-
offs from the biased voting task (sub-
ject to the constraints that net payoffs 
could never be negative).

Players were thus doing two things 
at once—building the network by pur-
chasing edges, and choosing colors in 
the biased voting task. The GUI had 
an edge purchasing panel that showed 
players icons indicating the degrees 
and shortest-path distances of play-
ers they were not currently connected 
to, thus allowing them to choose to 
buy edges (for instance) to players that 
were far away in the current network 
and with high degree, perhaps in the 
hopes that such players would aggre-
gate information from distant areas of 
the network; or (for instance) to low-
degree vertices, perhaps in the hope 
of strongly influencing them. The for-
mation game adds to the biased vot-
ing problem the tension that while the 
players must collectively build enough 
edges to facilitate global communica-
tion and coordination, individual play-
ers would of course prefer that others 
purchase the edges.

While there were many detailed 
findings, the overall results were sur-
prising: the collective performance 
on this task was by far the worse we 
have seen in all of the experiments 
to date, and much worse than on the 
original, exogenous network, biased 
voting experiments. Across all experi-
ments (that included some in which 
the subjects started not with the empty 
network, but with some “seed” edges 
that were provided for free), the frac-
tion in which unanimity was reached 
(and thus players received nonzero 
payoffs) was only 41%—far below the 
aforementioned nearly 90% efficiency 
across all previous experiments. We 
were sufficiently surprised that we ran 
control experiments in which a subse-
quent set of subjects were once again 
given fixed, exogenously imposed net-
works—but this time, the “hard” net-
works created by the network forma-
tion subjects in cases where they failed 
to solve the biased voting task. This was 

These experiments 
thus tested 
whether a small 
but well-connected 
minority could 
systematically 
impose its 
preferences on  
the majority, 
resulting in 
suboptimal  
social welfare.
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done to investigate the possibility that 
the formation subjects built good net-
works for the task, but either ran out of 
time to reach unanimity, or included 
subjects who behaved very stubbornly 
because they had significant edge ex-
penditures and thus strongly held out 
for their preferred color.

Performance on the control experi-
ments was even worse. The surprising 
conclusion seems to be that despite 
the fact that subjects clearly under-
stood the task, and were now given 
the opportunity to solve it not on an 
arbitrary network, but one collectively 
designed by the population in ser-
vice of the task, they were unable to 
do so. One candidate for a structural 
property of the subject-built networks 
that might account for their difficulty 
in the biased voting task is (between-
ness) centrality, a standard measure of 
a vertex’s importancee in a network. 
Compared to the networks used in the 
original, exogenous-network biased 
voting experiments, the distribution 
(across vertices) of centrality in the 
subject-built networks is considerably 
more skewed.16 This means that in 
the network formation experiments, 
there was effectively more reliance on 
a small number of high-centrality ver-
tices or players, making performance 
less robust to stubbornness or other 
non-coordinating behaviors by these 
players. Indeed, there was moderately 
positive and highly significant correla-
tion between centrality and earnings, 
indicating that players with high cen-
trality tended to use their position for 
financial gain rather than global coor-
dination and information aggregation.

Despite their demonstrated abil-
ity to solve a diverse range of compu-
tational problems on a diverse set of 
networks, human subjects seem poor 
at building networks, at least within the 
limited confines of our experiments so 
far. Further investigation of this phe-
nomenon is clearly warranted.

Concluding Remarks
Despite their diversity, our experi-
ments have established a number of 
rather consistent facts. At least in mod-

e	 The betweenness centrality of vertex v is aver-
age, over all pairs of other vertices u and w, of 
the fraction of shortest paths between u and w 
in which v appears.

erate population sizes, human subjects 
can perform a computationally wide 
range of tasks from only local interac-
tion. Network structure has strong but 
task-dependent effects. Notions of so-
cial fairness and inequality play impor-
tant roles, despite the anonymity of our 
networked setting. Behavioral traits 
of individual subjects are revealed de-
spite the highly simplified and stylized 
interactions; with language removed, 
subjects persistently try to invent sig-
naling mechanisms.

There are a number of recent ef-
forts related to the research described 
here. Some compelling new coloring 
experiments7,20 have investigated the 
conditions under which increased con-
nectivity improves performance. Our 
experimental approach has thus far 
aimed for breadth, but studies such as 
these are necessary to gain depth of un-
derstanding. We have also usually done 
only the most basic statistical analyses 
of our data, but others have begun to 
attempt more sophisticated models.6

Perhaps the greatest next frontier is 
to conduct similar experiments on the 
Web, where a necessary loss of control 
over subjects and the experimental en-
vironment may be compensated by or-
ders of magnitude greater scale, both 
in population size and the number of 
experimental conditions investigated. 
Recent efforts using both the open web 
and Amazon’s Mechanical Turk online 
labor market have started down this 
important path.2,19,23
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Internet voting is unachievable for the 
foreseeable future and therefore not inevitable. 

By Barbara Simons and Douglas W. Jones 

The assertion t hat  Internet voting is the wave of 
the future has become commonplace. We frequently 
are asked, “If I can bank online, why can’t I vote 
online?” The question assumes that online banking 
is safe and secure. However, banks routinely and 
quietly replenish funds lost to online fraud in order to 
maintain public confidence. 

We are told Internet voting would help citizens 
living abroad or in the military who currently have 
difficulty voting. Recent federal legislation to improve 
the voting process for overseas citizens is a response 
to that problem. The legislation, which has eliminated 
most delays, requires states to provide downloadable 
blank ballots but does not require the insecure return 
of voted ballots. 

Yet another claim is that email voting is safer 
than Web-based voting, but no email program in 
widespread use today provides direct support for 
encrypted email. As a result, attachments are generally 
sent in the clear, and email ballots are easy to intercept 
and inspect, violating voters’ right to a secret ballot. 

Intercepted ballots may be modi-
fied or discarded without forwarding. 
Moreover, the ease with which a From 
header can be forged means it is rela-
tively simple to produce large numbers 
of forged ballots. These special risks 
faced by email ballots are in addition to 
the general risks posed by all Internet-
based voting schemes.17 

Many advocates also maintain that 
Internet voting will increase voter par-
ticipation, save money, and is safe. We 
find the safety argument surprising in 
light of frequent government warn-
ings of cybersecurity threats and news 
of powerful government-developed 
viruses. We see little benefit in mea-
sures that might improve voter turn-
out while casting doubt on the integ-
rity of the results.a 

Almost all the arguments on behalf 
of Internet voting ignore a critical risk 
Internet-based voting shares with 
all computerized voting—wholesale 
theft. In the days of hand-counted 
paper ballots, election theft was con-
ducted at the retail level by operatives 
at polling places and local election 
offices. By contrast, introduction of 
computers into the voting process 
created the threat that elections can 
be stolen by inserting malware into 
code on large numbers of machines. 
The situation is even more dangerous 
with Internet voting, since both the 
central servers and the voters’ com-
puters are potentially under attack 
from everywhere. 

a	 Portions of this article are taken from the 
book Broken Ballots: Will Your Vote Count? by 
Douglas W. Jones and Barbara Simons, CSLI 
Publications, Stanford, CA, 2012; http://bro-
kenballots.com

Internet 
Voting  
in the U.S. 

 key insights
 � �Internet voting is fundamentally insecure. 

 � �Most people do not associate widely 
publicized computer viruses and worms 
with Internet voting. 

 � �Internet voting is being pushed in many 
countries by vendors, election officials, 
and well-meaning people who do not 
understand the risks. 

http://brokenballots.com
http://brokenballots.com
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Despite the serious threats it poses 
to election integrity, Internet voting 
is being used in several countries and 
U.S. states, and there is increasing 
public pressure to adopt it elsewhere. 
We examine some of these threats, in 
the hope of encouraging the technical 
community to oppose Internet voting 
unless and until the threats are elimi-
nated. 

D.C. pilot test Internet voting has 
generally been deployed without be-
ing subjected to public testing prior 
to use. To the best of our knowledge, 
the only exception was a “digital vote 
by mail” pilot project in Washington, 
D.C. in 2010. In June of that year, the 
Open Source Digital Voting Founda-
tion announced that it had been se-
lected by the District of Columbia 
Board of Elections and Ethics (BOEE) 
to support a project to allow Internet 
voting for military and overseas voters, 

starting with the upcoming September 
primary. The BOEE had optimistically 
planned a “public review period” in ad-
vance of the primary in which everyone 
was invited to try to attack the system 
in a mock election. While the system 
was not ready for the primary, a public 
test was eventually scheduled to run 
from September 28 to October 6, with 
midterm election voting scheduled to 
begin October 11 or 12. 

The break-in. By October 1 people 
testing the system reported hearing 
the University of Michigan fight song 
following a 15-second pause after they 
submitted their ballots.6,44 A Michigan 
team had taken over the system within 
36 hours of the start of the tests by ex-
ploiting a shell-injection vulnerability, 
thereby gaining almost total control 
over the BOEE server. The attackers 
remained in control for two business 
days, until the BOEE halted the test 

after noon on October 1. An attacker 
intent on subverting a real election 
would not leave such an obvious call-
ing card. The delay between the break-
in and the shutdown of the system 
reveals how difficult it is to determine 
that a break-in has occurred, even 
when the “culprits” announce them-
selves with music.

On October 5, Michigan professor 
Alex Halderman revealed that, in ad-
dition to installing the fight song, his 
team had changed ballots cast prior 
to their intrusion, had rigged the sys-
tem to alter subsequently cast ballots, 
and could violate voters’ secret ballot 
rights. That day the BOEE restarted 
the test with the song removed. Testers 
were told to print out and mail in their 
ballots, instead of returning them over 
the Internet. Figure 1 is the hacked bal-
lot, with write-in candidates selected 
by the Michigan team. 
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logins, the Michigan team changed the 
previously unchanged defaults (user: 
admin, password: admin). Whether or 
not they were intentionally directed at 
the D.C. voting system, the attempts 
showed how dangerous the Internet 
can be, with sophisticated adversaries 
from around the world constantly try-
ing to break in to systems. 

Implications of the attack. The D.C. 
incursion illustrates how Internet vot-
ing can be attacked from anywhere. 
Most complex software systems have 
an abundance of vulnerabilities, with 
attackers needing to exploit just one. 
Moreover, all attacks except those spe-
cifically targeting the designated BOEE 
election network were out of bounds 
in the pilot test. Examples of non-al-
lowed attacks included client-side mal-
ware; denial-of-service attacks; attacks 
against ISPs; and DNS, routing, and 
other network attacks. Attackers in a 
real election would not have felt bound 
by such constraints. Once the Michi-
gan team had changed all the votes, 
it was impossible for D.C. officials to 
reconstruct the original ballots. In a 
close race, attackers might control the 
outcome without risk of detection. It 
took more than a day for D.C. officials 
to realize their system had been suc-
cessfully attacked, despite the musi-
cal calling card. By the time officials 
discovered the attack, it was too late to 
recover from it. 

The BOEE had intended to accept 
voted ballots over the Internet. If there 
had been no pilot test or if the Michi-
gan team had not participated, mem-
bers of the military and civilians living 
abroad who vote in Washington, D.C. 
would have been voting over a highly 
vulnerable system. The BOEE did the 
right thing (for a municipality deter-
mined to deploy Internet voting) by set-
ting up a public test. It also learned an 
important lesson from the test and ul-
timately canceled the Internet-ballot-
return portion. Voters were instead al-
lowed to download blank ballots from 
the Web and print and return them by 
postal mail. Unfortunately, other states 
have not been as responsible. In the 
upcoming 2012 U.S. election, 33 states 
will allow some kind of Internet vot-
ing, including at least one Web-based 
Internet pilot project, and the return of 
voted ballots over the Internet through 
email attachment or fax, without first 

Halderman was the star of an Oc-
tober 8 oversight hearing, where he 
dropped additional bombshells. From 
the start, his team had control of the 
network infrastructure for the pilot 
project. The team used the default 
master password from the owner’s 
manuals, which had not been changed, 
for the routers and switches, thereby 
gaining control of the infrastructure 
and obtaining an alternative way to 
steal votes in a real election. Control 
of the network also enabled the team 
to watch network operators configure 
and test the equipment. When they 
discovered that a pair of security cam-
eras in the BOEE data center was con-
nected to the pilot system and unpro-
tected, the team used the cameras to 
watch the system operators. As proof, 

Halderman brought some security-
camera photos to the hearing. Halder-
man even discovered a file used to test 
the system that consisted of copies of 
all 937 letters sent to real voters. The 
letters included voter names, IDs, and 
16-character PINs for authentication 
in the real Internet election. While the 
team could already change voter selec-
tions, inclusion of unencrypted PINs 
in a file used for testing demonstrates 
that the BOEE did not understand the 
fundamental principles of computer 
security. The PINs would have allowed 
the team or any other intruder to cast 
ballots for actual voters. Finally, Hal-
derman found evidence of attempted 
break-ins that appeared to be from 
China and Iran. Since the attempts 
involved trying to guess the network 

Figure 1. The rigged District of Columbia ballot. 
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encouraging independent experts to 
test their systems.42 

One of us (Jones) has consulted with 
several election offices, including the 
BOEE. He observed it to be above av-
erage, in terms of both physical and 
human resources, suggesting that the 
mistakes found by the Michigan team 
were not the result of isolated incom-
petence, but are typical of the best we 
can expect under current conditions. 
Likewise, Halderman has said that 
the quality of the D.C. source code 
seemed much better than the closed-
source electronic voting systems he 
has examined. Security is difficult, and 
even organizations with security exper-
tise have been successfully attacked. 
Given that elections offices are under-
resourced, have many other problems 
to worry about, lack security expertise, 
and are highly decentralized, it is com-
pletely unrealistic to expect extraordi-
nary security competence from them. 

The Case for Internet Voting 
Despite warnings from independent 
studies and commissions, as well as 
sensational news stories about hacking 
and viruses, some widely held miscon-
ceptions about Internet voting persist: 
It saves money and increases voter turn-
out; Web-based voting is more secure 
than postal voting or voting by email or 
fax; because banking and purchasing 
can be done over the Internet, voting 
can be done safely over the Internet; 
and Internet voting is inevitable—the 
wave of the future. We discuss the first 
three points in the following sections 
and the fourth in the sidebar “Internet 
Voting and E-Commerce Compared.” 
Regarding the inevitability of Internet 
voting, some of the most outspoken 
Internet voting opponents are highly 
respected computer security experts. 
Our goal is to convince you that secure 
Internet voting is unachievable for the 
foreseeable future and therefore, we 
sincerely hope, not inevitable. 

Saves money. The cost of Internet 
voting, especially up-front charges, 
can be steep. For example, 2009 cost 
estimates from Internet voting vendor 
Everyone Counts were so large that 
a legislative proposal in Washington 
state to allow Internet voting for mili-
tary and civilian voters was killed in 
committee. The estimated costs, ob-
tained by John Gideon of VotersUnite, 

included proposed up-front costs rang-
ing from $2.5 million to $4.44 million. 
After that, each county would have 
been hit with an annual license fee of 
$20,000–$120,000, plus $2–$7 per over-
seas voter.5 

In the March 2011 election in the 
state of New South Wales, Australia, 
46,864 people voted on an Internet 
voting system called iVotes, also an Ev-
eryone Counts product.33 The develop-
ment and implementation costs for us-
ing iVotes in the election exceeded $3.5 
million (Australian dollars), resulting 
in a cost of about $74 per vote cast. By 
contrast, the average cost for all forms 
of voting in the same election was $8 
per vote, though the cost per Internet 
vote would have decreased if amortized 
over more voters. 

Increases turnout. Internet voting 
does not necessarily increase turnout. 
Everyone Counts ran an Internet-based 
election in Swindon, U.K., in 2007 and a 
local election in Honolulu, HI, in 2009 
where votes were cast only by Internet 
or telephone. The Electoral Commis-
sion, established by the U.K. Parlia-
ment, determined that Internet voting 
in Swindon had a negligible effect on 
turnout; meanwhile, in Honolulu there 
was an 83% drop in turnout compared 
to a similar election in 2007.22,40 We 
know of no rigorous study of the im-
pact of Internet voting on turnout; con-
ducting such a study would be difficult, 
since turnout can vary enormously 
from election to election. But even if 
Internet voting could increase turnout, 
the increase would be irrelevant if the 
election results were at risk of corrup-
tion by insecure Internet use.

Web-based voting is more secure. 
Verifiability and transparency are criti-
cal aspects of any election, especially 
if it involves a secret ballot. It is funda-
mentally impossible for anyone, even 
election officials, to directly oversee or 
observe the tabulation of an Internet-
based election, including one that is 
Web-based. A software bug or an attack 
could cause an election outcome to be 
wrong because either the tabulation 
is incorrect or the voters’ selections 
were modified. To address such risks, 
we need to determine after an election 
that the technology operated correctly 
and the declared winner actually won. 

We can verify the results of a paper-
based election by auditing a sample of 

the cast ballots or, in the extreme, by 
recounting all of them. Such an au-
dit or recount must involve a secure, 
observable chain of custody of the 
ballots, something impossible with 
current Internet voting technology. Al-
lowing voters to print copies of their 
ballots for personal use is meaning-
less, because these copies may not 
match the electronic versions used in 
computing the results. 

Military Voting 
Members of uniformed services and 
their families and non-military citizens 
living overseas are called UOCAVA vot-
ers, after the U.S. Uniformed and Over-
seas Citizens Absentee Voting Act of 
1986 (http://www.fvap.gov/reference/
laws/uocava.html). They have long 
complained that absentee ballots are 
never delivered or their returned voted 
ballots arrive too late to be counted, 
concerns used to justify the push for 
Internet voting at both the state and 
federal levels. A widely discussed solu-
tion is to have the military run its own 
centralized Internet voting system over 
its high-security infrastructure. This 
is a bad idea for at least two reasons: 
First, it runs counter to the principle 
of civilian control over the military and 
creates the potential that the military 
might control the vote. Second, it is un-
realistic and unwise to even consider 
connecting unsecure Web servers run 
by local election officials to a military 
network that is supposed to maintain 
a high level of security. Some support-
ers of Internet voting for the military 
have noted that postal mail ballots are 
also not secure. While it is true that 
all forms of remote voting pose secu-
rity problems, Internet voting can be 
attacked by anyone from anywhere, 
something that is not the case for post-
al ballots. In addition, the Internet can 
be used for wholesale attacks on large 
numbers of voters, whereas attacks on 
postal ballots are inherently confined 
to a retail scale. 

Two projects for UOCAVA voters are 
noteworthy: SERVE, killed in 2004, and 
Operation BRAVO, implemented in the 
2008 U.S. presidential election: 

SERVE. The Secure Electronic Reg-
istration and Voting Experiment, or 
SERVE (www.fvap.gov/resources/me-
dia/serve.pdf), was the most ambi-
tious project to date intended for use 

http://www.fvap.gov/reference/laws/uocava.html
http://www.fvap.gov/reference/laws/uocava.html
http://www.fvap.gov/resources/media/serve.pdf
http://www.fvap.gov/resources/media/serve.pdf
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istan or Iraq, took 20 or more days to be 
returned from an MPO. The time to get 
a voted ballot from a service member 
to an MPO ranged from two to 20 days. 
Therefore, if election officials provide 
downloadable blank ballots at least 
45 days before an election, essentially 
all members of the military should be 
able to return their voted paper ballots 
in time to be counted. 

Risks 
Not satisfied with the significant 
speed-up provided by MOVE, Internet-
voting advocates continue to call for 
the return of voted ballots through the 
Internet, either as email attachments 
or as some kind of Web form. Doing 
either securely would require solving 
some of the most intractable problems 
in cybersecurity: 

The server. In the 2010 D.C. pilot 
project, University of Michigan gradu-
ate students attacked the election 
server over the Internet. Independent 
hackers, political operatives, foreign 
governments, and terrorists could also 
mount such attacks. Local election 
officials with little or no expertise in 
computer security have little hope of 
defending themselves. 

Corporate and government vulner-
ability. Many corporations and govern-
ment agencies store sensitive or classi-
fied information on their computers, 
sharing with election officials the goal 
of defending against attackers who 
might steal or alter such information. 
Despite large staffs of security profes-
sionals with significant resources, 
computers in major corporations and 
government agencies have been at-
tacked successfully. For example, a 
2008 survey of approximately 1,000 
large organizations worldwide found 
the average loss per organization from 
intellectual property cybertheft was 
about $4.6 million.19 A December 2009 
report from the Computer Security In-
stitute (http://gocsi.com) surveying 443 
U.S. companies and government agen-
cies found 64% had reported malware 
infections during the preceding year.36

A major China-based Internet attack 
on Google and many other companies 
in late 2009 showed that even major cor-
porate sites are vulnerable. The attack 
targeted Gmail accounts of Chinese 
human-rights activists and Google’s 
own intellectual property, including 

by UOCAVA voters. The goal of the $22 
million project was to allow registra-
tion and voting over the Internet in the 
2004 primaries and general election. 
Participation by states and counties 
within those states was voluntary. Vot-
ers could use any Windows computer, 
either their own or a public computer, 
like those found in libraries and cyber-
cafés. Voters were responsible for the 
security of whatever computers they 
used. The vendor was Accenture. 

In 2003, a group of experts called the 
Security Peer Review Group was assem-
bled by the Federal Voting Assistance 
Program (FVAP) to evaluate SERVE; 
FVAP was charged with facilitating 
voting for all UOCAVA voters. Follow-
ing two three-day meetings with FVAP 
and the lead technical staff of SERVE, 
the four computer scientists who at-
tended both meetings, including one 
of us (Simons), released a report, the 
conclusion of which said: “Because 
the danger of successful, large-scale at-
tacks is so great, we reluctantly recom-
mend shutting down the development 
of SERVE immediately and not at-
tempting anything like it in the future 
until both the Internet and the world’s 
home computer infrastructure have 
been fundamentally redesigned, or 
some other unforeseen security break-
throughs appear.”18 

When the report was issued in early 
2004, 50 counties in seven states—Ar-
kansas, Florida, Hawaii, North Caro-
lina, South Carolina, Utah, and Wash-
ington—were planning to participate 
in SERVE. FVAP had estimated the 
maximum overall vote total would be 
approximately 100,000, including pri-
maries and the general election. On 
January 30, 2004 Deputy Secretary of 
Defense Paul Wolfowitz said the Pen-
tagon “…will not be using the SERVE 
Internet voting project in view of the in-
ability to assure legitimacy of votes that 
would be cast using the system, which 
thereby brings into doubt the integrity 
of election results.”43 SERVE was sub-
sequently terminated. 

Operation BRAVO. In 2008, Opera-
tion BRAVO, or Bring Remote Access 
to Voters Overseas, provided Internet 
voting from secure kiosks for residents 
of Okaloosa County, FL. Unlike previ-
ous pilot projects, these kiosks were 
equipped with printers to create paper 
voter-choice records of voters’ ballots. 

Voters could verify the records before 
leaving the kiosk, after which the re-
cords were flown back to Okaloosa 
County for manual reconciliation with 
the ballots sent over an Internet-based 
virtual private network. Small discrep-
ancies in the ballot count were uncov-
ered by law professor Martha Mahoney 
of the University of Miami, but, as of 
August 2012, BRAVO had yet to release 
a formal report explaining the discrep-
ancies.26 The vendor was Scytl. 

The Okaloosa County experiment 
concerned only a single county. Ex-
panding kiosk-based Internet voting 
for all service members would be very 
difficult, since the system would have 
to deal with tens of thousands of differ-
ent ballot styles and conflicting state 
rules governing ballot presentation, 
requirements that would also add sig-
nificantly to the cost. 

The MOVE Act. Instead of Internet 
voting, why not allow remote voters to 
download a blank ballot from the In-
ternet, print it, and return the voted 
ballots by mail? If the blank ballots are 
available early enough, most voted bal-
lots should arrive in time to be count-
ed. Such a system might not have the 
pizzazz of Internet voting but would 
have fewer security issues and almost 
certainly involve less cost. That is one 
of the reforms dictated by the 2009 
Military and Overseas Voter Empower-
ment, or MOVE, Act. Written to address 
the problems of UOCAVA voters, MOVE 
requires states to make blank ballots 
available electronically at least 45 days 
prior to any federal election; UOCAVA 
voters may also request and receive 
voter-registration and absentee-ballot 
applications electronically. 

The Military Postal Service Agency 
analyzed the handling of absentee 
ballots during the 2010 general elec-
tion,29 finding problems with getting 
postal ballots to members of the mili-
tary, though paper ballots were gener-
ally returned quickly. Many had been 
electronically downloaded, filled out 
by service members, and returned by 
postal mail. The average postal delay 
for returned ballots was 5.2 days, well 
ahead of the seven-day limit set by the 
MOVE Act; 92% of absentee ballots 
were delivered within seven days of ac-
ceptance at overseas Military Post Of-
fices (MPOs). Only 118 out of 23,900 
voted ballots, most likely from Afghan-

http://gocsi.com
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software-development systems.31 As 
many as 34 companies were targeted, 
including Adobe, Juniper Networks, de-
fense contractor Northrop-Grumman, 
major security supplier Symantec, and 
Yahoo!.41 The attacked companies have 
vastly more security expertise and re-
sources than local election officials or 
today’s relatively small Internet voting 
vendors. The attacks used email that 
appeared to come from trusted sourc-
es, so victims would be tricked into 
clicking on a link or opening an attach-
ment. Then, using a vulnerability in Mi-
crosoft’s Internet Explorer browser, the 
attacker would download and install 
malware that took complete control of 
the compromised systems. 

George Kurtz, executive vice presi-
dent and worldwide chief technology 
officer of McAfee, an Internet security 
company, expressed dismay at the im-
plications: “All I can say is wow. The 
world has changed. Everyone’s threat 
model now needs to be adapted to 
the new reality of these advanced per-
sistent threats. In addition to worry-
ing about Eastern European cyber-
criminals trying to siphon off credit 
card databases, you have to focus on 
protecting all of your core intellectual 
property, private nonfinancial custom-
er information and anything else of in-
tangible value.”23 

Government sites have also been 
vulnerable. In a March 2010 address 
to the RSA Security Conference, FBI di-
rector Robert S. Mueller said the FBI’s 
computer network had been penetrat-
ed and the attackers had “corrupted 
data.”31 Later that year, General Mi-
chael Hayden, former director of both 
the CIA and the NSA, said: “The mod-
ern-day bank robber isn’t speeding 
up to a suburban bank with weapons 
drawn and notes passed to the teller. 
He’s on the Web taking things of value 
from you and me.”13 

Finally, malware that appears to 
be government-generated has been 
used to obtain critical intelligence, 
as in the case of the Flame virus, and, 
for targeted attacks, Stuxnet. Both 
were widely reported to have been de-
veloped by the governments of Israel 
and the U.S., with Stuxnet apparently 
created to attack Iran’s nuclear fa-
cilities.32,38 Similar tools could allow a 
foreign power to attack or subvert an 
Internet election anywhere. 

Aldrich Amesb) can do tremendous 
damage, even if eventually caught. 

The client. Since malware can infect 
public or privately owned machines 
linked to the Internet without the 
owner’s knowledge or permission, cli-
ent-side malware designed to steal an 
election poses significant risks for bal-
lots cast from voters’ computers. These 
risks include credential theft, copying 
of the ballot to a third party, and modi-
fication of the ballot before encryption, 
as well as outright prevention of vot-
ing. Machines can be infected in many 
ways, including downloading docu-
ments with malicious macros, browser 
plugins, or improper security settings. 

Furthermore, millions of comput-
ers are already connected to botnets. 
In 2010, the FBI reported the Mariposa 
botnet may have infected eight million 
to 12 million computers worldwide.9 
The virus used to create the botnet 
could steal credit-card data and online-

b	 Ames gave the Soviet Union significant U.S. 
secrets resulting in the death of a number of 
“CIA assets.”

Insider attacks. While many secu-
rity discussions focus on outsider at-
tacks, insider attacks might be even 
more dangerous. A risk of any com-
puterized voting, including Internet 
voting, is that one or more insiders 
(programmers, election officials, 
volunteers, or vendors to whom the 
election is outsourced) could rig an 
election by manipulating election 
software. Since computerized voting 
is an opportunity for wholesale rig-
ging through software used by large 
numbers of voters, the size of the 
conspiracy needed to win an election 
is greatly reduced, as is the risk of be-
ing caught. 

An attacker could add a back door 
to the system, with or without the 
vendor’s knowledge. In general, no 
amount of testing can be relied on to 
reveal the presence of a back door. A 
thorough code review (not required 
by current law) can sometimes do 
this, but code reviews cannot reliably 
distinguish between an innocent mis-
take and intentional malware. A trust-
ed insider (such as former CIA agent 

Internet voting involves complications not found in e-commerce: 
Secret ballots. Secret ballots are required by law to protect against vote buying 

and coercion. Ballot secrecy prohibits anyone from linking voted ballots to the 
voters casting them. This precludes the kind of transaction logging routinely used in 
e-commerce to allow reconstruction of who did what and when, should a question 
arise. 

Receipts. Receipts, including unique transaction numbers and complete transaction 
descriptions, are routinely issued in e-commerce. These receipts confirm that the 
correct orders were placed and may be used as proof of purchase in the event of 
disputes. Ballot secrecy prevents issuing any documents to voters that voters could use 
to prove how they voted. Documents that do not provide such proof are of limited use in 
an audit or recount. 

Malfunction and fraud. In the event of an e-commerce failure due to malfunction or 
fraud, there is a good chance the situation will be rectified or that the purchaser can 
stop a credit-card payment after noticing the discrepancy. However, if a ballot is not 
successfully cast on election day, the voter probably will not know and almost certainly 
will not be able to revote. 

Vote buying and selling. Unlike commercial activities, vote buying and selling is 
illegal. In the 2000 U.S. presidential election between Republican George W. Bush 
and Democrat Al Gore, an online system designed to broker Green Party candidate 
Ralph Nader and Gore votes was created but forced to shut down by the California 
attorney general. There is no evidence that any votes were actually traded. With Internet 
voting, voters could sell their voting credentials, perhaps even online, using a Web site 
designed to automatically cast their ballots.a 

No proposed Internet voting system is able to overcome these hurdles. 

a	 When family members vote on a home computer or citizens vote from a computer in a public 
library, multiple voters will share the same IP address; while it is possible to detect multiple votes 
from one IP address, it would be problematic to prohibit them.

Internet Voting and  
E-Commerce Compared 
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Web site that redirected visitors to an 
IP address in Amsterdam in order to 
exploit vulnerabilities on the victims’ 
machines to install the Zeus virus.16 
The infection, planted shortly before 
McCartney’s New York reunion con-
cert with Ringo Starr, was timed to 
catch as many victims as possible be-
fore discovery. 

The German edition of Wikipedia 
was another source of infection.14 A 
bogus Wikipedia article about another 
dangerous piece of malware contained 
a link to software that would suppos-
edly fix the problem. However, anyone 
who downloaded the “fix” was actually 
downloading a copy of Zeus. In 2009 it 
was estimated by security firm Dam-
balla that Zeus had infected about 3.6 
million PCs in the U.S. alone.28 

Zeus was built to steal money from 
online financial accounts. When vic-
tims would visit their banks’ Web sites, 
Zeus would copy their credentials and 
send them to a remote location where 
they would be used to steal from their 
accounts. Zeus could even forge finan-
cial statements so victims would see 
no evidence of the theft when checking 
their online statements.39 Victims typi-
cally learned of the theft only when fi-
nancial transactions failed to clear due 
to insufficient funds, at which point it 
was too late to retrieve the money. 

The Zeus virus also spoofed verifica-
tion systems used by Visa and Master-
Card when enrolling new users7 (see 
Figure 2), thereby obtaining sensitive 
information (such as Social Security 
numbers, card numbers, and PINs) 
from unknowing victims who would 
think they were providing the infor-
mation to the real bank. This informa-
tion, sent to the attacker’s computers, 
would be used to defraud the victims. 

Yet another attack was reported 
in August 2010 by Internet security 
firm M86 Security; the report said that 
about 3,000 bank customers in the 
U.K. were victimized by a form of the 
Zeus virus. The announcement accom-
panying the report’s release, which did 
not provide the bank’s name, said the 
following about the attack:25 “Unpro-
tected customers were infected by a 
Trojan—which managed to avoid de-
tection by traditional anti-virus soft-
ware—while browsing the Internet. 
The Trojan, a Zeus v3, steals the cus-
tomer’s online banking ID and hijacks 

banking passwords, as well as launch a 
denial-of-service attack; the creator of 
the virus also sold customized versions 
with augmented features. A Microsoft 
report estimated that in the first half 
of 2010 more that 2.2 million U.S. Win-
dows PCs were in botnets.4 

Those wishing to rig elections need 
not build new botnets. Many botnets 
used for financial fraud are available 
for rent. It would not take a large staff 
to alter existing malware to attack elec-
tions, and it would not be out of char-
acter for existing malware developers 
to offer ready-to-customize election-
rigging malware as soon as Internet 
voting were to enter widespread use. 

The sheer number of potential at-
tacks and the difficulty of preventing 
any of them increase the vulnerability 
of Internet-based elections. In light of 
the many successful attacks against 
governments, major banks, and the 
world’s technology leaders, it should 
be relatively easy to entrap large num-
bers of voters who are not technolo-
gists. Once a voter’s computer is infect-
ed, all bets are off. Malware can make 
the computer display a ballot image 
that represents the voter’s intent cor-
rectly, even as it sends something en-
tirely different over the Internet. That 
is, it is the virus that votes, not the vot-
er. The voter never knows, because it is 
impossible for the voter to see what is 
actually sent. 

Since antivirus software works by 
checking for known viruses and worms, 
whenever a new virus appears, the anti-
virus software must be updated. There 
can be many days or even weeks be-
tween the time the virus is initially dis-
tributed and when it is recognized and 
analyzed. After that, the virus fix must 
be distributed, and victims must disin-
fect their machines. Because antivirus 
software has limited capability for rec-
ognizing unknown malware, a new vi-
rus or worm may well escape detection 
for a while. Even if detected, removal 
can be difficult, as most PC owners 
who have had to deal with adware and 
spyware are aware. A 2007 study found 
that antivirus software has become less 
effective over time, with recognition of 
malware by most commercial antivi-
rus software falling from 40%–50% at 
the beginning of 2007 to 20%–30% by 
the end of that year.12 Another set of 
experiments conducted at the Univer-

sity of Michigan showed the number of 
malware samples detected decreased 
significantly as the malware became 
more current; when the malware was 
only one week old, the detection rate 
was very low.34 Given the limitations 
of antivirus software, an effective at-
tack would be to distribute election-
stealing malware far in advance of the 
election. If the malware were to spread 
silently, it could infect a large number 
of machines before being detected, if it 
is detected at all. Moreover, it might be 
impossible to determine which votes 
are modified or even which computers 
are infected. 

The Conficker worm illustrates the 
risk malware poses to Internet elec-
tions. Having rapidly infected from 
nine million to 15 million machines in 
2009, Conficker could “call home” for 
more instructions, so the unknown cre-
ator of Conficker could instruct infect-
ed machines to install additional mal-
ware remotely without the computer 
owner’s knowledge.2 The new instruc-
tions might target specific candidates 
and elections shortly before a vote. 

While many viruses and worms are 
planted without the computer owner’s 
knowledge, users can be duped into 
downloading highly questionable soft-
ware. In August 2009 a spam message 
circulated, saying “If You dont [sic] like 
Obama come here, you can help to ddos 
[Distributed Denial of Service] his site 
with your installs.” CNET News report-
ed that people who clicked on the email 
link were offered money in exchange for 
downloading the software; they were 
even told to return to the Web site for 
updates if their virus-detection software 
deleted their first download.30 While the 
source of the software is not known, the 
goal could have been to disrupt sites as-
sociated with President Barack Obama, 
to engage in identity theft, or even to 
infect machines of Obama opponents, 
something that could be especially use-
ful if Internet voting were to become an 
option in the U.S. 

Threat example: The Zeus virus. 
The Zeus virus illustrates how a virus 
can manipulate what a voter sees and 
change the voter’s selection. While 
Zeus has been used mainly to steal 
money, it would not be difficult to re-
program it to steal votes. 

In April 2009, malicious software 
was discovered in Paul McCartney’s 



contributed articles

october 2012  |   vol.  55  |   no.  10  |   communications of the acm     75

their online banking sessions. It then 
checks the account balance and, if the 
account balance is bigger than GBP 
800 value, it issues a money transfer 
transaction… From July 5, the cyber 
criminals have successfully stolen GBP 
675,000 (c. USD 1,077,000) and the at-
tack is still progressing.” 

On September 29, 2010, the U.K. Po-
lice Central e-crime Unit announced 
the arrest of 19 individuals accused 
of using Zeus to steal $6 million from 
thousands of victims over a three-
month period.24 To this day, new Zeus 
attacks continue to be discovered; for 
example, in October 2010, Computer-
world reported that Zeus was attacking 
Charles Schwab investment accounts,20 
with victims’ machines infected by 
links to malicious sites hidden in bo-
gus LinkedIn reminders. There is even 
a criminal service that will compile a 
Zeus binary for a fee.10 

Impersonating the election server. 
Another Internet risk involves Web-
site spoofing. Because counterfeit 
sites can be made to look like legiti-
mate sites, spoofing can fool victims 
into revealing sensitive personal infor-
mation. With Internet voting, spoofing 
can be used to trick voters into think-
ing they have actually voted when in 
fact they have not, while also collecting 
authentication codes and voters’ in-
tended ballots, a violation of the right 
to a secret ballot. 

Phishing involves email messages 
that appear to be from a legitimate or-
ganization, such as a credit-card com-
pany. The phony message contains an 
authentic-looking link that appears to 
go to a legitimate site but actually goes 
to a spoofed site. When such email 
messages and Web sites are well de-
signed, victims end up providing sen-
sitive information, such as credit-card 
numbers. Phishing is usually used to 
steal personal information, but can 
also be used to trick voters into vot-
ing on a spoofed Web site. Phishing 
is a powerful tool for amplifying the 
power of spoofing, though its effec-
tiveness can be reduced if voters are 
instructed to always type in the full 
URL of the voting Web site, instead of 
just clicking on links. 

A counterfeit voting site can con-
duct a man-in-the-middle attack. In its 
simplest form, the counterfeit site re-
lies entirely on the real site for content, 

monitoring and occasionally editing 
the information flow between the voter 
and the real election server. This allows 
the attacker to intercept information, 
such as passwords and votes, and po-
tentially to alter votes. A more complex 
counterfeit could simulate a voting 
session, then use the credentials col-
lected from the voter at a later time to 
cast a forged ballot. Monitoring the IP 
addresses from which ballots are cast 
is not a defense, since multiple voters 
might share the same IP address for le-
gitimate reasons. 

A common way to avoid counterfeit 
Web sites is to rely on a certificate au-
thority (CA) to authenticate sites. If the 
browser does not recognize the issuer 
of a certificate, it will ask if the user 
still wants to access the site. A user who 
does not understand the significance 
of the browser’s question may naïvely 
ignore it and access a counterfeit site. 

Even when voters are careful to visit 

only sites they believe are legitimate, 
they could still be victimized. First, 
it is possible to trick many browsers 
into going to the attacker’s, rather 
than to the legitimate, site.45 Second, 
some CAs do not validate the identi-
ties of sites they vouch for.35 Third, an 
attack on the CA can create fake SSL 
certificates, as happened to DigiNo-
tar, a Dutch CA.21 Finally, an attack on 
the routing infrastructure of the Inter-
net could divert voters to a counterfeit 
voting site without their noticing the 
diversion.27 

Denial-of-service attacks. There are 
many documented instances of Dis-
tributed Denial-of-Service (DDoS) at-
tacks. For example, the massive 2007 
DDoS attack on Estonia and the attacks 
on the Republic of Georgia during the 
2008 Russo-Georgian war all originat-
ed in Russia. Other victims of DDoS at-
tacks include Amazon, eBay, Facebook, 
Google, Twitter, and Yahoo!. Politically 

Figure 2. Bogus enrollment screen displayed by Zeus; screenshot by Amit Klein of Trusteer. 
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to verify that their ballots were accu-
rately received and counted. Unfor-
tunately, cryptography does not pro-
tect Internet-based elections against 
DDoS attacks, spoofing, coercion, de-
sign flaws, and many kinds of ordinary 
software bugs.8 Recounts on these 
cryptographic voting systems cannot 
recover from such threats. While these 
systems have been used for some 
small Internet elections, the consen-
sus in the cryptographic community 
is that they are not ready for use in a 
major election. Ben Adida, creator of 
Helios, wrote in 2011: “The one prob-
lem I don’t know how to address with 
Helios is client-side security...We now 
have documented evidence...that vi-
ruses like Stuxnet that corrupt nuclear 
power plants by spreading from one 
Windows machine to the other have 
been built…So if you run a very large-
scale election for a president of a G8 
country, why wouldn’t we see a similar 
scenario? Certainly, it’s worth just as 
much money; it’s worth just as much 
strategically... All the ability doesn’t 
change the fact that a client-side cor-
ruption in my browser can flip my vote 
even before it’s encrypted, and if we…
must have a lot of voters verify their 
process, I think we’re going to lose, 
because most voters don’t quite do 
that yet.”1 Note that while Helios can 
detect DDoS attacks, network attacks, 
and several other types of attacks 
mentioned here, it cannot prevent, di-
agnose, or fix them. 

Perhaps eventually a paperless 
cryptographic Internet voting system 
will be developed that is sufficiently 
secure, accurate, usable, and trans-
parent to be used in major elections. 
Until then, the conclusion of the Na-
tional Commission on Federal Elec-
tion Reform, co-chaired by Presidents 
Gerald R. Ford and Jimmy Carter in 
2001, still stands, that Internet voting 
“is an idea whose time most certainly 
has not yet come.”11 

Conclusion 
Proposals for conducting voting pilot 
projects using real elections continue 
to reappear in the U.S. and elsewhere, 
apparently independent of warnings 
from computer-security experts. While 
the appeal of Internet voting is obvi-
ous, the risks are not, at least to many 
decision makers. Computer profes-

motivated DDoS attacks, like the one 
on Wikileaks in 2010 and a reprisal by 
Anonymous against MasterCard, have 
become relatively common. 

A DDoS attack could prevent certain 
groups from voting or even disrupt an 
entire election, as probably occurred in 
a 2003 leadership vote by the New Dem-
ocratic Party (NDP) in Canada. Internet 
voting for the NDP election lasted from 
January 2 until the party convention 
January 25, 2003. Coincidentally, on 
January 25, the same day the Slammer 
worm was attacking large numbers of 
(unpatched) Windows 2000 servers on 
the Internet, the NDP voting site was 
reportedly down or effectively unus-
able for hours.3 

Due to the secrecy surrounding 
the technical aspects of the NDP elec-
tion, we do not know if the NDP vot-
ing site was brought down by a DDoS 
attack or by the Slammer worm. The 
vendor, election.com, claimed to have 
patched the servers against Slammer 
and maintained that it experienced 
a denial-of-service attack. Unfortu-
nately, election.com provided neither 
logs nor other proof that its servers 
were patched, nor did it permit expert 
examination of its records. There was 
no transparency and hence no way for 
an independent outsider to determine 
what had happened. 

Not having learned from the 2003 
attack, the NDP suffered a massive 
DDoS attack during its March 2012 
leadership election. The NDP was so 
ill prepared that people attending the 
party conference were unable to vote 
during the attack, as no back-up pa-
per had been provided. Once again, 
there was no independent examina-
tion or report. 

Loss of the secret ballot. All forms of 
remote voting diminish ballot secrecy 
and increase the risk of coercion and 
vote selling simply because they elimi-
nate voting booths. Internet voting de-
creases secrecy still further. States that 
allow the return of voted ballots by fax 
or email attachments have been asking 
voters to sign statements relinquish-
ing the right to a secret ballot. Mix nets 
and other cryptographic schemes can 
mimic the secrecy protections of the 
double envelopes traditionally used 
to partially preserve ballot secrecy in 
postal voting, but they do not protect 
against client-side attacks. 

The threat to eliminate the secret 
ballot for a class of voters is disturb-
ing for several reasons: First, it ren-
ders these voters second-class citi-
zens, deprived of a right other citizens 
take for granted. Second, there is no 
need to eliminate the secret ballot 
for overseas voters, as we discussed 
earlier. Third, and most important, 
ballot-secrecy protection is more than 
an individual right; it is a systemic re-
quirement, essential for fair, honest 
elections. Without ballot secrecy, vot-
ers, especially those in hierarchical or-
ganizations, such as the military, may 
be subject to coercion. An election 
where some voters can be pressured to 
vote a particular way is not a free and 
fair election. 

Bribery. Finally, we cannot rule 
out the threat of old-fashioned brib-
ery. National races in the U.S. cost 
vast sums—a small fraction of which 
would be an exceedingly large bribe 
and more than enough to cover the 
cost of attacks, such as the one on the 
2010 pilot D.C. voting system, as well 
as others on voters’ computers. Hal-
derman said his team’s attack would 
have cost less than $50,000 at gener-
ous consulting rates. 

Other Countries 
We have focused on Internet voting in 
the U.S., but Internet voting has been 
used in several other countries, includ-
ing Estonia and Switzerland, neither of 
which protects against malware on vot-
ers’ computers, and Norway in 2011.c 
The Netherlands provided an Internet 
voting option in its 2006 parliamentary 
elections, but Internet voting was sub-
sequently banned, largely because of 
work by a group called “We Don’t Trust 
Voting Computers.” The U.K. tried In-
ternet voting on a pilot basis in 2007, 
but the U.K. Electoral Commission rec-
ommended against further e-voting pi-
lot projects until a range of issues had 
been addressed.40 

Far Future 
Systems like Helios15 and Remoteg-
rity37 use encryption to allow voters 

c	 Norway uses encryption, but malware on a 
voter’s computer is still able to change votes, 
so long as the change is consistent with the 
partial proof sent to the voter or the voter does 
not check the partial proof.

http://election.com
http://election.com
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sionals have an obligation to explain 
these risks. 

Pilot projects are routinely declared 
successes, regardless of any problems 
encountered. However, it is danger-
ous to draw conclusions from a “suc-
cessful” Internet voting pilot project. 
There is little reason to attack a small 
pilot project, and a malicious player 
might refrain from attacking a major 
election until the new technology is 
entrenched. Having claimed success, 
independent of proof of the accuracy 
of the pilot project, Internet-voting 
vendors and enthusiasts routinely 
push to extend Internet voting to a 
broader group of voters, thereby seri-
ously undermining election security. 
Computer professionals must object 
to pilot projects that do not plan for an 
assessment of the integrity of the elec-
tion and a public reporting of any dis-
crepancies encountered. 

Unlike legitimate computer-securi-
ty experts, malicious attackers are not 
likely to publicize their attacks, just as 
credit-card thieves do not openly ad-
vertise their thefts. When election of-
ficials and policymakers ask for proof 
that a voting system has been attacked, 
it is important to keep in mind that 
detecting well-devised attacks is inher-
ently difficult. The burden of proof that 
a voting system has not been attacked 
should fall on those making the claim, 
not the other way around. 

Ultimately, the balance between the 
integrity of election technology on the 
one hand and convenience on the oth-
er is both a public-policy and a techno-
logical issue. Decision makers must be 
warned of all the risks in order to craft 
wise policy. 
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Machine learning systems automatically learn 
programs from data. This is often a very attractive 
alternative to manually constructing them, and in the 
last decade the use of machine learning has spread 
rapidly throughout computer science and beyond. 
Machine learning is used in Web search, spam filters, 
recommender systems, ad placement, credit scoring, 
fraud detection, stock trading, drug design, and many 
other applications. A recent report from the McKinsey 
Global Institute asserts that machine learning (a.k.a. 
data mining or predictive analytics) will be the driver 
of the next big wave of innovation.15 Several fine 
textbooks are available to interested practitioners and 
researchers (for example, Mitchell16 and Witten et 
al.24). However, much of the “folk knowledge” that 

is needed to successfully develop 
machine learning applications is not 
readily available in them. As a result, 
many machine learning projects take 
much longer than necessary or wind 
up producing less-than-ideal results. 
Yet much of this folk knowledge is 
fairly easy to communicate. This is 
the purpose of this article.

doi:10.1145/2347736.2347755

Tapping into the “folk knowledge” needed to 
advance machine learning applications.

by Pedro Domingos

A Few Useful 
Things to 
Know About 
Machine 
Learning

 key insights

 � �Machine learning algorithms can figure 
out how to perform important tasks 
by generating from examples. This is 
often feasible and cost-effective where 
manual programming is not. As more 
data becomes available, more ambitious 
problems can be tackled.

 � �Machine learning is widely used in 
computer science and other fields. 
However, developing successful 
machine learning applications requires a 
substantial amount of “black art” that is 
difficult to find in textbooks.

 � �This article summarizes 12 key lessons 
that machine learning researchers and 
practitioners have learned. These include 
pitfalls to avoid, important issues to focus 
on, and answers to common questions. 
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Many different types of machine 
learning exist, but for illustration 
purposes I will focus on the most 
mature and widely used one: clas-
sification. Nevertheless, the issues I 
will discuss apply across all of ma-
chine learning. A classifier is a sys-
tem that inputs (typically) a vector 
of discrete and/or continuous fea-
ture values and outputs a single dis-
crete value, the class. For example, 
a spam filter classifies email mes-
sages into “spam” or “not spam,” 
and its input may be a Boolean vec-
tor x = (x1,…,xj,…,xd), where xj = 1 if 
the jth word in the dictionary appears 
in the email and xj = 0 otherwise. A 
learner inputs a training set of ex-
amples (xi, yi), where xi = (xi,1

 , . . . , 
xi,d) is an observed input and yi is the 
corresponding output, and outputs 
a classifier. The test of the learner is 
whether this classifier produces the 
correct output yt for future examples 
xt (for example, whether the spam 
filter correctly classifies previously 
unseen email messages as spam or 
not spam).

Learning = Representation + 
Evaluation + Optimization
Suppose you have an application that 
you think machine learning might be 
good for. The first problem facing you 
is the bewildering variety of learning al-
gorithms available. Which one to use? 
There are literally thousands available, 
and hundreds more are published each 
year. The key to not getting lost in this 
huge space is to realize that it consists 
of combinations of just three compo-
nents. The components are:

˲˲ Representation. A classifier must 
be represented in some formal lan-
guage that the computer can handle. 
Conversely, choosing a representa-
tion for a learner is tantamount to 
choosing the set of classifiers that it 
can possibly learn. This set is called 
the hypothesis space of the learner. 
If a classifier is not in the hypothesis 
space, it cannot be learned. A related 
question, that I address later, is how 
to represent the input, in other words, 
what features to use.

˲˲ Evaluation. An evaluation func-
tion (also called objective function 

or scoring function) is needed to dis-
tinguish good classifiers from bad 
ones. The evaluation function used 
internally by the algorithm may dif-
fer from the external one that we want 
the classifier to optimize, for ease of 
optimization and due to the issues I 
will discuss.

˲˲ Optimization. Finally, we need 
a method to search among the clas-
sifiers in the language for the high-
est-scoring one. The choice of op-
timization technique is key to the 
efficiency of the learner, and also 
helps determine the classifier pro-
duced if the evaluation function has 
more than one optimum. It is com-
mon for new learners to start out using 
off-the-shelf optimizers, which are lat-
er replaced by custom-designed ones.

The accompanying table shows 
common examples of each of these 
three components. For example, k-
nearest neighbor classifies a test ex-
ample by finding the k most similar 
training examples and predicting the 
majority class among them. Hyper-
plane-based methods form a linear I
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combination of the features per class 
and predict the class with the high-
est-valued combination. Decision 
trees test one feature at each internal 
node, with one branch for each fea-
ture value, and have class predictions 
at the leaves. Algorithm 1 (above) 
shows a bare-bones decision tree 
learner for Boolean domains, using 
information gain and greedy search.20 
InfoGain(xj, y) is the mutual informa-
tion between feature xj and the class y. 
MakeNode(x,c0,c1) returns a node that 
tests feature x and has c0 as the child 
for x = 0 and c1 as the child for x = 1.

Of course, not all combinations of 
one component from each column of 
the table make equal sense. For exam-
ple, discrete representations naturally 
go with combinatorial optimization, 
and continuous ones with continu-
ous optimization. Nevertheless, many 
learners have both discrete and con-
tinuous components, and in fact the 

day may not be far when every single 
possible combination has appeared in 
some learner!

Most textbooks are organized by 
representation, and it is easy to over-
look the fact that the other compo-
nents are equally important. There is 
no simple recipe for choosing each 
component, but I will touch on some 
of the key issues here. As we will see, 
some choices in a machine learning 
project may be even more important 
than the choice of learner.

It is Generalization that Counts
The fundamental goal of machine 
learning is to generalize beyond the 
examples in the training set. This is 
because, no matter how much data 
we have, it is very unlikely that we will 
see those exact examples again at test 
time. (Notice that, if there are 100,000 
words in the dictionary, the spam fil-
ter described above has 2100,000 pos-

sible different inputs.) Doing well on 
the training set is easy (just memorize 
the examples). The most common 
mistake among machine learning be-
ginners is to test on the training data 
and have the illusion of success. If the 
chosen classifier is then tested on new 
data, it is often no better than ran-
dom guessing. So, if you hire someone 
to build a classifier, be sure to keep 
some of the data to yourself and test 
the classifier they give you on it. Con-
versely, if you have been hired to build 
a classifier, set some of the data aside 
from the beginning, and only use it to 
test your chosen classifier at the very 
end, followed by learning your final 
classifier on the whole data.

Contamination of your classifier by 
test data can occur in insidious ways, 
for example, if you use test data to 
tune parameters and do a lot of tun-
ing. (Machine learning algorithms 
have lots of knobs, and success of-
ten comes from twiddling them a lot, 
so this is a real concern.) Of course, 
holding out data reduces the amount 
available for training. This can be mit-
igated by doing cross-validation: ran-
domly dividing your training data into 
(say) 10 subsets, holding out each one 
while training on the rest, testing each 
learned classifier on the examples it 
did not see, and averaging the results 
to see how well the particular param-
eter setting does.

In the early days of machine learn-
ing, the need to keep training and test 
data separate was not widely appreci-
ated. This was partly because, if the 
learner has a very limited representa-
tion (for example, hyperplanes), the 
difference between training and test 
error may not be large. But with very 
flexible classifiers (for example, deci-
sion trees), or even with linear classifi-
ers with a lot of features, strict separa-
tion is mandatory.

Notice that generalization being 
the goal has an interesting conse-
quence for machine learning. Unlike 
in most other optimization problems, 
we do not have access to the function 
we want to optimize! We have to use 
training error as a surrogate for test 
error, and this is fraught with dan-
ger. (How to deal with it is addressed 
later.) On the positive side, since the 
objective function is only a proxy for 
the true goal, we may not need to fully 

Table 1. The three components of learning algorithms.

Representation Evaluation Optimization

Instances Accuracy/Error rate Combinatorial optimization

   K-nearest neighbor Precision and recall    Greedy search

   Support vector machines Squared error    Beam search

Hyperplanes Likelihood    Branch-and-bound

   Naive Bayes Posterior probability Continuous optimization

   Logistic regression Information gain    Unconstrained

Decision trees K-L divergence       Gradient descent

Sets of rules Cost/Utility       Conjugate gradient

   Propositional rules Margin       Quasi-Newton methods

   Logic programs    Constrained

Neural networks       Linear programming

Graphical models       Quadratic programming

   Bayesian networks

   Conditional random fields

Decision tree induction.

Algorithm 1 LearnDT (TrainSet) 

if all examples in TrainSet have the same class y* then 

return MakeLeaf(y*)

if no feature xj has InfoGain(xj ,y) > 0 then 

y* ← Most frequent class in TrainSet  

return MakeLeaf(y*)

x* ← argmaxxj InfoGain(xj, y)

TS0 ← Examples in TrainSet with x* = 0

TS1 ← Examples in TrainSet with x* = 1

return MakeNode(x*, LearnDT(TS0), LearnDT(TS1))



review articles

october 2012  |   vol.  55  |   no.  10  |   communications of the acm     81

optimize it; in fact, a local optimum 
returned by simple greedy search may 
be better than the global optimum.

Data Alone Is Not Enough
Generalization being the goal has an-
other major consequence: Data alone 
is not enough, no matter how much 
of it you have. Consider learning a 
Boolean function of (say) 100 vari-
ables from a million examples. There 
are 2100 − 106 examples whose classes 
you do not know. How do you figure 
out what those classes are? In the ab-
sence of further information, there is 
just no way to do this that beats flip-
ping a coin. This observation was first 
made (in somewhat different form) by 
the philosopher David Hume over 200 
years ago, but even today many mis-
takes in machine learning stem from 
failing to appreciate it. Every learner 
must embody some knowledge or as-
sumptions beyond the data it is given 
in order to generalize beyond it. This 
notion was formalized by Wolpert in 
his famous “no free lunch” theorems, 
according to which no learner can 
beat random guessing over all pos-
sible functions to be learned.25

This seems like rather depressing 
news. How then can we ever hope to 
learn anything? Luckily, the functions 
we want to learn in the real world are 
not drawn uniformly from the set of all 
mathematically possible functions! In 
fact, very general assumptions—like 
smoothness, similar examples hav-
ing similar classes, limited depen-
dences, or limited complexity—are 
often enough to do very well, and this 
is a large part of why machine learn-
ing has been so successful. Like de-
duction, induction (what learners do) 
is a knowledge lever: it turns a small 
amount of input knowledge into a 
large amount of output knowledge. 
Induction is a vastly more powerful 
lever than deduction, requiring much 
less input knowledge to produce use-
ful results, but it still needs more than 
zero input knowledge to work. And, as 
with any lever, the more we put in, the 
more we can get out.

A corollary of this is that one of the 
key criteria for choosing a representa-
tion is which kinds of knowledge are 
easily expressed in it. For example, if 
we have a lot of knowledge about what 
makes examples similar in our do-

main, instance-based methods may 
be a good choice. If we have knowl-
edge about probabilistic dependen-
cies, graphical models are a good fit. 
And if we have knowledge about what 
kinds of preconditions are required by 
each class, “IF . . . THEN . . .” rules may 
be the best option. The most useful 
learners in this regard are those that 
do not just have assumptions hard-
wired into them, but allow us to state 
them explicitly, vary them widely, and 
incorporate them automatically into 
the learning (for example, using first-
order logic21 or grammars6).

In retrospect, the need for knowl-
edge in learning should not be sur-
prising. Machine learning is not 
magic; it cannot get something from 
nothing. What it does is get more 
from less. Programming, like all en-
gineering, is a lot of work: we have to 
build everything from scratch. Learn-
ing is more like farming, which lets 
nature do most of the work. Farmers 
combine seeds with nutrients to grow 
crops. Learners combine knowledge 
with data to grow programs.

Overfitting Has Many Faces
What if the knowledge and data we 
have are not sufficient to completely 
determine the correct classifier? Then 
we run the risk of just hallucinating 
a classifier (or parts of it) that is not 
grounded in reality, and is simply en-
coding random quirks in the data. 
This problem is called overfitting, and 
is the bugbear of machine learning. 
When your learner outputs a classi-
fier that is 100% accurate on the train-
ing data but only 50% accurate on test 
data, when in fact it could have output 

one that is 75% accurate on both, it 
has overfit.

Everyone in machine learning 
knows about overfitting, but it comes 
in many forms that are not immedi-
ately obvious. One way to understand 
overfitting is by decomposing gener-
alization error into bias and variance.9 
Bias is a learner’s tendency to con-
sistently learn the same wrong thing. 
Variance is the tendency to learn ran-
dom things irrespective of the real sig-
nal. Figure 1 illustrates this by an anal-
ogy with throwing darts at a board. A 
linear learner has high bias, because 
when the frontier between two classes 
is not a hyperplane the learner is un-
able to induce it. Decision trees do not 
have this problem because they can 
represent any Boolean function, but 
on the other hand they can suffer from 
high variance: decision trees learned 
on different training sets generated by 
the same phenomenon are often very 
different, when in fact they should be 
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the same. Similar reasoning applies 
to the choice of optimization meth-
od: beam search has lower bias than 
greedy search, but higher variance, be-
cause it tries more hypotheses. Thus, 
contrary to intuition, a more powerful 
learner is not necessarily better than a 
less powerful one.

Figure 2 illustrates this.a Even 
though the true classifier is a set of 
rules, with up to 1,000 examples na-
ive Bayes is more accurate than a 
rule learner. This happens despite 
naive Bayes’s false assumption that 
the frontier is linear! Situations like 
this are common in machine learn-
ing: strong false assumptions can be 
better than weak true ones, because 
a learner with the latter needs more 
data to avoid overfitting.

Cross-validation can help to com-
bat overfitting, for example by using it 
to choose the best size of decision tree 
to learn. But it is no panacea, since if 
we use it to make too many parameter 
choices it can itself start to overfit.17

Besides cross-validation, there 
are many methods to combat overfit-
ting. The most popular one is adding 
a regularization term to the evaluation 
function. This can, for example, pe-
nalize classifiers with more structure, 
thereby favoring smaller ones with 
less room to overfit. Another option 
is to perform a statistical significance 
test like chi-square before adding new 
structure, to decide whether the dis-
tribution of the class really is differ-
ent with and without this structure. 
These techniques are particularly use-
ful when data is very scarce. Neverthe-
less, you should be skeptical of claims 
that a particular technique “solves” 
the overfitting problem. It is easy to 
avoid overfitting (variance) by falling 
into the opposite error of underfitting 
(bias). Simultaneously avoiding both 
requires learning a perfect classifier, 
and short of knowing it in advance 
there is no single technique that will 
always do best (no free lunch).

A common misconception about 
overfitting is that it is caused by noise, 

a	 Training examples consist of 64 Boolean fea-
tures and a Boolean class computed from 
them according to a set of “IF . . . THEN . . .” 
rules. The curves are the average of 100 runs 
with different randomly generated sets of 
rules. Error bars are two standard deviations. 
See Domingos and Pazzani10 for details.

like training examples labeled with 
the wrong class. This can indeed ag-
gravate overfitting, by making the 
learner draw a capricious frontier to 
keep those examples on what it thinks 
is the right side. But severe overfitting 
can occur even in the absence of noise. 
For instance, suppose we learn a Bool-
ean classifier that is just the disjunc-
tion of the examples labeled “true” 
in the training set. (In other words, 
the classifier is a Boolean formula in 
disjunctive normal form, where each 
term is the conjunction of the feature 
values of one specific training exam-
ple.) This classifier gets all the training 
examples right and every positive test 
example wrong, regardless of whether 
the training data is noisy or not.

The problem of multiple testing13 is 
closely related to overfitting. Standard 
statistical tests assume that only one 
hypothesis is being tested, but mod-
ern learners can easily test millions 
before they are done. As a result what 
looks significant may in fact not be. 
For example, a mutual fund that beats 
the market 10 years in a row looks very 
impressive, until you realize that, if 
there are 1,000 funds and each has a 
50% chance of beating the market on 
any given year, it is quite likely that 
one will succeed all 10 times just by 
luck. This problem can be combatted 
by correcting the significance tests to 
take the number of hypotheses into 
account, but this can also lead to un-
derfitting. A better approach is to con-
trol the fraction of falsely accepted 
non-null hypotheses, known as the 
false discovery rate.3

Intuition Fails in High Dimensions
After overfitting, the biggest problem 
in machine learning is the curse of 
dimensionality. This expression was 
coined by Bellman in 1961 to refer 
to the fact that many algorithms that 
work fine in low dimensions become 
intractable when the input is high-
dimensional. But in machine learn-
ing it refers to much more. General-
izing correctly becomes exponentially 
harder as the dimensionality (number 
of features) of the examples grows, be-
cause a fixed-size training set covers a 
dwindling fraction of the input space. 
Even with a moderate dimension of 
100 and a huge training set of a trillion 
examples, the latter covers only a frac-

tion of about 10−18 of the input space. 
This is what makes machine learning 
both necessary and hard.

More seriously, the similarity-
based reasoning that machine learn-
ing algorithms depend on (explicitly 
or implicitly) breaks down in high di-
mensions. Consider a nearest neigh-
bor classifier with Hamming distance 
as the similarity measure, and sup-
pose the class is just x1 ∧ x2. If there 
are no other features, this is an easy 
problem. But if there are 98 irrelevant 
features x3,..., x100, the noise from 
them completely swamps the signal in 
x1 and x2, and nearest neighbor effec-
tively makes random predictions.

Even more disturbing is that near-
est neighbor still has a problem even 
if all 100 features are relevant! This 
is because in high dimensions all 
examples look alike. Suppose, for 
instance, that examples are laid out 
on a regular grid, and consider a test 
example xt. If the grid is d-dimen-
sional, xt’s 2d nearest examples are 
all at the same distance from it. So as 
the dimensionality increases, more 
and more examples become nearest 
neighbors of xt, until the choice of 
nearest neighbor (and therefore of 
class) is effectively random.

This is only one instance of a more 
general problem with high dimen-
sions: our intuitions, which come 
from a three-dimensional world, of-
ten do not apply in high-dimensional 
ones. In high dimensions, most of the 
mass of a multivariate Gaussian dis-
tribution is not near the mean, but in 
an increasingly distant “shell” around 
it; and most of the volume of a high-
dimensional orange is in the skin, not 
the pulp. If a constant number of ex-
amples is distributed uniformly in a 
high-dimensional hypercube, beyond 
some dimensionality most examples 
are closer to a face of the hypercube 
than to their nearest neighbor. And if 
we approximate a hypersphere by in-
scribing it in a hypercube, in high di-
mensions almost all the volume of the 
hypercube is outside the hypersphere. 
This is bad news for machine learning, 
where shapes of one type are often ap-
proximated by shapes of another.

Building a classifier in two or three 
dimensions is easy; we can find a rea-
sonable frontier between examples 
of different classes just by visual in-
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spection. (It has even been said that if 
people could see in high dimensions 
machine learning would not be neces-
sary.) But in high dimensions it is dif-
ficult to understand what is happen-
ing. This in turn makes it difficult to 
design a good classifier. Naively, one 
might think that gathering more fea-
tures never hurts, since at worst they 
provide no new information about the 
class. But in fact their benefits may 
be outweighed by the curse of dimen-
sionality.

Fortunately, there is an effect that 
partly counteracts the curse, which 
might be called the “blessing of non-
uniformity.” In most applications 
examples are not spread uniformly 
throughout the instance space, but 
are concentrated on or near a lower-
dimensional manifold. For example, 
k-nearest neighbor works quite well 
for handwritten digit recognition 
even though images of digits have 
one dimension per pixel, because the 
space of digit images is much smaller 
than the space of all possible images. 
Learners can implicitly take advan-
tage of this lower effective dimension, 
or algorithms for explicitly reducing 
the dimensionality can be used (for 
example, Tenenbaum22).

Theoretical Guarantees  
Are Not What They Seem
Machine learning papers are full of 
theoretical guarantees. The most com-
mon type is a bound on the number of 
examples needed to ensure good gen-
eralization. What should you make of 
these guarantees? First of all, it is re-
markable that they are even possible. 
Induction is traditionally contrasted 
with deduction: in deduction you can 
guarantee that the conclusions are 
correct; in induction all bets are off. 
Or such was the conventional wisdom 
for many centuries. One of the major 
developments of recent decades has 
been the realization that in fact we can 
have guarantees on the results of in-
duction, particularly if we are willing 
to settle for probabilistic guarantees.

The basic argument is remarkably 
simple.5 Let’s say a classifier is bad 
if its true error rate is greater than ε. 
Then the probability that a bad clas-
sifier is consistent with n random, in-
dependent training examples is less 
than (1 − ε)n. Let b be the number of 

bad classifiers in the learner’s hypoth-
esis space H. The probability that at 
least one of them is consistent is less 
than b(1 − ε)n, by the union bound. As-
suming the learner always returns a 
consistent classifier, the probability 
that this classifier is bad is then less 
than |H|(1 − ε)n, where we have used 
the fact that b ≤ |H|. So if we want this 
probability to be less than δ, it suffices 
to make n > ln(δ/|H|)/ ln(1 − ε) ≥ 1/ε (ln 
|H| + ln 1/δ).

Unfortunately, guarantees of this 
type have to be taken with a large grain 
of salt. This is because the bounds ob-
tained in this way are usually extreme-
ly loose. The wonderful feature of the 
bound above is that the required num-
ber of examples only grows logarith-
mically with |H| and 1/δ. Unfortunate-
ly, most interesting hypothesis spaces 
are doubly exponential in the number 
of features d, which still leaves us 
needing a number of examples expo-
nential in d. For example, consider 
the space of Boolean functions of d 
Boolean variables. If there are e pos-
sible different examples, there are 
2e possible different functions, so 
since there are 2d possible examples, 
the total number of functions is 22d. 
And even for hypothesis spaces that 
are “merely” exponential, the bound 
is still very loose, because the union 
bound is very pessimistic. For exam-
ple, if there are 100 Boolean features 
and the hypothesis space is decision 
trees with up to 10 levels, to guarantee 
δ = ε = 1% in the bound above we need 
half a million examples. But in prac-
tice a small fraction of this suffices for 
accurate learning.

Further, we have to be careful 
about what a bound like this means. 
For instance, it does not say that, if 
your learner returned a hypothesis 
consistent with a particular training 
set, then this hypothesis probably 
generalizes well. What it says is that, 
given a large enough training set, with 
high probability your learner will ei-
ther return a hypothesis that general-
izes well or be unable to find a consis-
tent hypothesis. The bound also says 
nothing about how to select a good 
hypothesis space. It only tells us that, 
if the hypothesis space contains the 
true classifier, then the probability 
that the learner outputs a bad classi-
fier decreases with training set size. 

One of the major 
developments of 
recent decades has 
been the realization 
that we can have 
guarantees on the 
results of induction, 
particularly if we 
are willing to settle 
for probabilistic 
guarantees.
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If we shrink the hypothesis space, the 
bound improves, but the chances that 
it contains the true classifier shrink 
also. (There are bounds for the case 
where the true classifier is not in the 
hypothesis space, but similar consid-
erations apply to them.)

Another common type of theoreti-
cal guarantee is asymptotic: given in-
finite data, the learner is guaranteed 
to output the correct classifier. This 
is reassuring, but it would be rash to 
choose one learner over another be-
cause of its asymptotic guarantees. In 
practice, we are seldom in the asymp-
totic regime (also known as “asymp-
topia”). And, because of the bias-vari-
ance trade-off I discussed earlier, if 
learner A is better than learner B given 
infinite data, B is often better than A 
given finite data.

The main role of theoretical guar-
antees in machine learning is not as 
a criterion for practical decisions, 
but as a source of understanding and 
driving force for algorithm design. In 
this capacity, they are quite useful; in-
deed, the close interplay of theory and 
practice is one of the main reasons 
machine learning has made so much 
progress over the years. But caveat 
emptor: learning is a complex phe-
nomenon, and just because a learner 
has a theoretical justification and 
works in practice does not mean the 
former is the reason for the latter.

Feature Engineering Is The Key
At the end of the day, some machine 
learning projects succeed and some 
fail. What makes the difference? Easi-
ly the most important factor is the fea-
tures used. Learning is easy if you have 
many independent features that each 
correlate well with the class. On the 
other hand, if the class is a very com-
plex function of the features, you may 
not be able to learn it. Often, the raw 
data is not in a form that is amenable 
to learning, but you can construct fea-
tures from it that are. This is typically 
where most of the effort in a machine 
learning project goes. It is often also 
one of the most interesting parts, 
where intuition, creativity and “black 
art” are as important as the technical 
stuff.

First-timers are often surprised by 
how little time in a machine learning 
project is spent actually doing ma-

A dumb algorithm 
with lots and lots  
of data beats  
a clever one  
with modest 
amounts of it.

chine learning. But it makes sense if 
you consider how time-consuming it 
is to gather data, integrate it, clean it 
and preprocess it, and how much trial 
and error can go into feature design. 
Also, machine learning is not a one-
shot process of building a dataset and 
running a learner, but rather an itera-
tive process of running the learner, 
analyzing the results, modifying the 
data and/or the learner, and repeat-
ing. Learning is often the quickest 
part of this, but that is because we 
have already mastered it pretty well! 
Feature engineering is more diffi-
cult because it is domain-specific, 
while learners can be largely general 
purpose. However, there is no sharp 
frontier between the two, and this is 
another reason the most useful learn-
ers are those that facilitate incorpo-
rating knowledge.

Of course, one of the holy grails 
of machine learning is to automate 
more and more of the feature engi-
neering process. One way this is often 
done today is by automatically gener-
ating large numbers of candidate fea-
tures and selecting the best by (say) 
their information gain with respect 
to the class. But bear in mind that 
features that look irrelevant in isola-
tion may be relevant in combination. 
For example, if the class is an XOR of 
k input features, each of them by it-
self carries no information about the 
class. (If you want to annoy machine 
learners, bring up XOR.) On the other 
hand, running a learner with a very 
large number of features to find out 
which ones are useful in combination 
may be too time-consuming, or cause 
overfitting. So there is ultimately no 
replacement for the smarts you put 
into feature engineering.

More Data Beats  
a Cleverer Algorithm
Suppose you have constructed the 
best set of features you can, but the 
classifiers you receive are still not ac-
curate enough. What can you do now? 
There are two main choices: design a 
better learning algorithm, or gather 
more data (more examples, and pos-
sibly more raw features, subject to 
the curse of dimensionality). Machine 
learning researchers are mainly con-
cerned with the former, but pragmati-
cally the quickest path to success is 



review articles

october 2012  |   vol.  55  |   no.  10  |   communications of the acm     85

ers are seductive, but they are usually 
harder to use, because they have more 
knobs you need to turn to get good re-
sults, and because their internals are 
more opaque.

Learners can be divided into two 
major types: those whose representa-
tion has a fixed size, like linear classi-
fiers, and those whose representation 
can grow with the data, like decision 
trees. (The latter are sometimes called 
nonparametric learners, but this is 
somewhat unfortunate, since they 
usually wind up learning many more 
parameters than parametric ones.) 
Fixed-size learners can only take ad-
vantage of so much data. (Notice how 
the accuracy of naive Bayes asymptotes 
at around 70% in Figure 2.) Variable-
size learners can in principle learn any 
function given sufficient data, but in 
practice they may not, because of limi-
tations of the algorithm (for example, 
greedy search falls into local optima) 
or computational cost. Also, because 
of the curse of dimensionality, no ex-
isting amount of data may be enough. 
For these reasons, clever algorithms—
those that make the most of the data 
and computing resources available—
often pay off in the end, provided you 
are willing to put in the effort. There 
is no sharp frontier between design-
ing learners and learning classifiers; 
rather, any given piece of knowledge 
could be encoded in the learner or 
learned from data. So machine learn-
ing projects often wind up having a 
significant component of learner de-
sign, and practitioners need to have 
some expertise in it.12

In the end, the biggest bottleneck 
is not data or CPU cycles, but human 

often to just get more data. As a rule 
of thumb, a dumb algorithm with lots 
and lots of data beats a clever one with 
modest amounts of it. (After all, ma-
chine learning is all about letting data 
do the heavy lifting.)

This does bring up another prob-
lem, however: scalability. In most of 
computer science, the two main lim-
ited resources are time and memory. 
In machine learning, there is a third 
one: training data. Which one is the 
bottleneck has changed from decade 
to decade. In the 1980s it tended to 
be data. Today it is often time. Enor-
mous mountains of data are avail-
able, but there is not enough time 
to process it, so it goes unused. This 
leads to a paradox: even though in 
principle more data means that more 
complex classifiers can be learned, in 
practice simpler classifiers wind up 
being used, because complex ones 
take too long to learn. Part of the an-
swer is to come up with fast ways to 
learn complex classifiers, and indeed 
there has been remarkable progress 
in this direction (for example, Hulten 
and Domingos11).

Part of the reason using cleverer 
algorithms has a smaller payoff than 
you might expect is that, to a first ap-
proximation, they all do the same. 
This is surprising when you consider 
representations as different as, say, 
sets of rules and neural networks. But 
in fact propositional rules are readily 
encoded as neural networks, and sim-
ilar relationships hold between other 
representations. All learners essen-
tially work by grouping nearby exam-
ples into the same class; the key dif-
ference is in the meaning of “nearby.” 
With nonuniformly distributed data, 
learners can produce widely different 
frontiers while still making the same 
predictions in the regions that matter 
(those with a substantial number of 
training examples, and therefore also 
where most test examples are likely to 
appear). This also helps explain why 
powerful learners can be unstable but 
still accurate. Figure 3 illustrates this 
in 2D; the effect is much stronger in 
high dimensions.

As a rule, it pays to try the simplest 
learners first (for example, naïve Bayes 
before logistic regression, k-nearest 
neighbor before support vector ma-
chines). More sophisticated learn-

cycles. In research papers, learners 
are typically compared on measures 
of accuracy and computational cost. 
But human effort saved and insight 
gained, although harder to measure, 
are often more important. This favors 
learners that produce human-under-
standable output (for example, rule 
sets). And the organizations that make 
the most of machine learning are 
those that have in place an infrastruc-
ture that makes experimenting with 
many different learners, data sources, 
and learning problems easy and effi-
cient, and where there is a close col-
laboration between machine learning 
experts and application domain ones.

Learn Many Models, Not Just One
In the early days of machine learn-
ing, everyone had a favorite learner, 
together with some a priori reasons 
to believe in its superiority. Most ef-
fort went into trying many variations 
of it and selecting the best one. Then 
systematic empirical comparisons 
showed that the best learner varies 
from application to application, and 
systems containing many different 
learners started to appear. Effort now 
went into trying many variations of 
many learners, and still selecting just 
the best one. But then researchers 
noticed that, if instead of selecting 
the best variation found, we combine 
many variations, the results are bet-
ter—often much better—and at little 
extra effort for the user.

Creating such model ensembles is 
now standard.1 In the simplest tech-
nique, called bagging, we simply gen-
erate random variations of the train-
ing set by resampling, learn a classifier 
on each, and combine the results by 
voting. This works because it greatly 
reduces variance while only slightly 
increasing bias. In boosting, training 
examples have weights, and these are 
varied so that each new classifier fo-
cuses on the examples the previous 
ones tended to get wrong. In stacking, 
the outputs of individual classifiers 
become the inputs of a “higher-level” 
learner that figures out how best to 
combine them.

Many other techniques exist, and 
the trend is toward larger and larger 
ensembles. In the Netflix prize, teams 
from all over the world competed to 
build the best video recommender 

Figure 3. Very different frontiers can yield 
similar predictions.  (+ and – are training 
examples of two classes.)
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continues to improve by adding clas-
sifiers even after the training error has 
reached zero. Another counterexam-
ple is support vector machines, which 
can effectively have an infinite num-
ber of parameters without overfitting. 
Conversely, the function sign(sin(ax)) 
can discriminate an arbitrarily large, 
arbitrarily labeled set of points on the 
x axis, even though it has only one pa-
rameter.23 Thus, contrary to intuition, 
there is no necessary connection be-
tween the number of parameters of a 
model and its tendency to overfit.

A more sophisticated view instead 
equates complexity with the size of 
the hypothesis space, on the basis that 
smaller spaces allow hypotheses to be 
represented by shorter codes. Bounds 
like the one in the section on theoreti-
cal guarantees might then be viewed 
as implying that shorter hypotheses 
generalize better. This can be further 
refined by assigning shorter codes to 
the hypotheses in the space we have 
some a priori preference for. But 
viewing this as “proof” of a trade-off 
between accuracy and simplicity is 
circular reasoning: we made the hy-
potheses we prefer simpler by design, 
and if they are accurate it is because 
our preferences are accurate, not be-
cause the hypotheses are “simple” in 
the representation we chose.

A further complication arises from 
the fact that few learners search their 
hypothesis space exhaustively. A 
learner with a larger hypothesis space 
that tries fewer hypotheses from it 
is less likely to overfit than one that 
tries more hypotheses from a smaller 
space. As Pearl18 points out, the size of 
the hypothesis space is only a rough 
guide to what really matters for relat-
ing training and test error: the proce-
dure by which a hypothesis is chosen.

Domingos7 surveys the main argu-
ments and evidence on the issue of 
Occam’s razor in machine learning. 
The conclusion is that simpler hy-
potheses should be preferred because 
simplicity is a virtue in its own right, 
not because of a hypothetical connec-
tion with accuracy. This is probably 
what Occam meant in the first place.

Representable Does Not 
Imply Learnable
Essentially all representations used in 
variable-size learners have associated 

Just because  
a function can  
be represented  
does not mean  
it can be learned.

system (http://netflixprize.com). As 
the competition progressed, teams 
found they obtained the best results 
by combining their learners with oth-
er teams’, and merged into larger and 
larger teams. The winner and runner-
up were both stacked ensembles of 
over 100 learners, and combining the 
two ensembles further improved the 
results. Doubtless we will see even 
larger ones in the future.

Model ensembles should not be 
confused with Bayesian model av-
eraging (BMA)—the theoretically 
optimal approach to learning.4 In 
BMA, predictions on new examples 
are made by averaging the individual 
predictions of all classifiers in the 
hypothesis space, weighted by how 
well the classifiers explain the train-
ing data and how much we believe 
in them a priori. Despite their su-
perficial similarities, ensembles and 
BMA are very different. Ensembles 
change the hypothesis space (for ex-
ample, from single decision trees to 
linear combinations of them), and 
can take a wide variety of forms. BMA 
assigns weights to the hypotheses in 
the original space according to a fixed 
formula. BMA weights are extremely 
different from those produced by 
(say) bagging or boosting: the latter 
are fairly even, while the former are 
extremely skewed, to the point where 
the single highest-weight classifier 
usually dominates, making BMA ef-
fectively equivalent to just selecting 
it.8 A practical consequence of this is 
that, while model ensembles are a key 
part of the machine learning toolkit, 
BMA is seldom worth the trouble.

Simplicity Does Not 
Imply Accuracy
Occam’s razor famously states that 
entities should not be multiplied be-
yond necessity. In machine learning, 
this is often taken to mean that, given 
two classifiers with the same training 
error, the simpler of the two will likely 
have the lowest test error. Purported 
proofs of this claim appear regularly 
in the literature, but in fact there are 
many counterexamples to it, and the 
“no free lunch” theorems imply it can-
not be true.

We saw one counterexample previ-
ously: model ensembles. The gener-
alization error of a boosted ensemble 

http://netflixprize.com
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More often than not, the goal 
of learning predictive models is to 
use them as guides to action. If we 
find that beer and diapers are often 
bought together at the supermar-
ket, then perhaps putting beer next 
to the diaper section will increase 
sales. (This is a famous example in 
the world of data mining.) But short 
of actually doing the experiment it is 
difficult to tell. Machine learning is 
usually applied to observational data, 
where the predictive variables are not 
under the control of the learner, as 
opposed to experimental data, where 
they are. Some learning algorithms 
can potentially extract causal infor-
mation from observational data, but 
their applicability is rather restrict-
ed.19 On the other hand, correlation 
is a sign of a potential causal connec-
tion, and we can use it as a guide to 
further investigation (for example, 
trying to understand what the causal 
chain might be).

Many researchers believe that cau-
sality is only a convenient fiction. For 
example, there is no notion of causal-
ity in physical laws. Whether or not 
causality really exists is a deep philo-
sophical question with no definitive 
answer in sight, but there are two 
practical points for machine learn-
ers. First, whether or not we call them 
“causal,” we would like to predict the 
effects of our actions, not just corre-
lations between observable variables. 
Second, if you can obtain experimen-
tal data (for example by randomly as-
signing visitors to different versions of 
a Web site), then by all means do so.14

Conclusion
Like any discipline, machine learn-
ing has a lot of “folk wisdom” that can 
be difficult to come by, but is crucial 
for success. This article summarized 
some of the most salient items. Of 
course, it is only a complement to the 
more conventional study of machine 
learning. Check out http://www.
cs.washington.edu/homes/pedrod/
class for a complete online machine 
learning course that combines formal 
and informal aspects. There is also a 
treasure trove of machine learning 
lectures at http://www.videolectures.
net. A good open source machine 
learning toolkit is Weka.24 

Happy learning!	
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theorems of the form “Every function 
can be represented, or approximated 
arbitrarily closely, using this repre-
sentation.” Reassured by this, fans of 
the representation often proceed to 
ignore all others. However, just be-
cause a function can be represented 
does not mean it can be learned. For 
example, standard decision tree learn-
ers cannot learn trees with more leaves 
than there are training examples. In 
continuous spaces, representing even 
simple functions using a fixed set of 
primitives often requires an infinite 
number of components. Further, if 
the hypothesis space has many local 
optima of the evaluation function, as 
is often the case, the learner may not 
find the true function even if it is rep-
resentable. Given finite data, time and 
memory, standard learners can learn 
only a tiny subset of all possible func-
tions, and these subsets are different 
for learners with different represen-
tations. Therefore the key question is 
not “Can it be represented?” to which 
the answer is often trivial, but “Can it 
be learned?” And it pays to try different 
learners (and possibly combine them).

Some representations are exponen-
tially more compact than others for 
some functions. As a result, they may 
also require exponentially less data to 
learn those functions. Many learners 
work by forming linear combinations 
of simple basis functions. For exam-
ple, support vector machines form 
combinations of kernels centered at 
some of the training examples (the 
support vectors). Representing parity 
of n bits in this way requires 2n basis 
functions. But using a representation 
with more layers (that is, more steps 
between input and output), parity can 
be encoded in a linear-size classifier. 
Finding methods to learn these deeper 
representations is one of the major re-
search frontiers in machine learning.2

Correlation Does Not 
Imply Causation
The point that correlation does not 
imply causation is made so often that 
it is perhaps not worth belaboring. 
But, even though learners of the kind 
we have been discussing can only 
learn correlations, their results are 
often treated as representing causal 
relations. Isn’t this wrong? If so, then 
why do people do it?

http://www.cs.washington.edu/homes/pedrod/class
http://www.videolectures.net
mailto:pedrod@cs.washington.edu
http://www.cs.washington.edu/homes/pedrod/class
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nonical shape that can be used to “tile 
space” according to a regular grid-like 
lattice leaving no holes or unfilled 
space (think of slicing a block of cheese 
into cubes). Of course a simple cube is 
not the only shape that can do this—for 
example, adding bumps to the top and 
carving matching divots into the bot-
tom of a cube yields a different, Lego-
like shape that also fits perfectly with 
itself to fill space with no holes under 
a grid-like tiling. Any shape that can do 
this is called a “cubical tile.”

A sphere is certainly not a cubical 
tile, since a grid-like pattern of 3D 
spheres leaves a lot of empty space un-
filled. In higher dimensions spheres 
do even worse: the fraction of unfilled 
space becomes exponentially larger (as 
a function of d) than the fraction actu-
ally filled by the spheres. But spheres 
reign supreme for a different property: 
they have the smallest surface-area-to-
volume ratio of any shape, in three or 
any number of dimensions. (This is 
one reason why water towers have their 
familiar round shape—small surface 
area means less building material and 
more uniform water temperature.) In 
fact, while a d-dimensional cube of vol-
ume 1 has surface area 2d, a d-dimen-
sional sphere of volume 1 has surface 
area only about 4.13 d, which is much 
smaller in high dimensions.

So cubes can tile space perfectly but 
have high surface-area-to-volume ra-
tio, while spheres have the lowest pos-
sible surface-area-to-volume ratio but 
cannot tile space. The authors show 
that in high-dimensional space it is 
possible to get the best of both worlds, 
by proving that there exists a d-dimen-
sional “spherical cube.” This counter-
intuitive object is a cubical tile (that is, 
a shape that tiles space perfectly like 
the cube), but has surface-area-to-vol-
ume ratio very nearly as small as that 
of the sphere: roughly 12.6 d, that is, 
the same as the sphere up to a small 
constant factor!

Why should we care? There are at 
least three reasons. First, as described 
in the paper, their geometric construc-

High-dimensional space is a counterin-
tuitive place, where natural geomet-
ric intuitions from the familiar three-
dimensional world may lead us badly 
astray. As a simple example consider 
the Earth, which has a radius of about 
3,950 miles (let’s pretend it is a perfect 
sphere). What fraction of the Earth’s 
surface lies within 1/100 of its radius, 
that is, within 39.5 miles, from the 
equator? A reasonable guess would be 
“about 1/100,” and that is almost exact-
ly correct. Now let’s think high-dimen-
sionally: what fraction of the surface 
of a d-dimensional sphere lies within 
1/100 of its radius from its equator? 
Again one might guess “about 1/100,” 
but this is wildly incorrect: all but an 
exponentially small (in terms of d) frac-
tion of the d-dimensional sphere’s sur-
face lies within 1/100 of its radius from 
the equator. Strange as it seems, virtu-
ally all the real estate on d-dimension-
al Earth is in the tropics!

The challenges of dealing with 
high-dimensional space are familiar 
to researchers in fields like machine 
learning and combinatorial optimiza-
tion, where the “curse of dimension-
ality” arises often. Tasks that are easy 
in few dimensions—finding a simple 
curve to fit data points, computing 
the volume of a region—can become 
frustratingly difficult or even provably 
intractable (assuming P!=NP) in high-
dimensional space. Yet sometimes 
the tables are turned, and things that 
seem difficult or impossible based on 
our low-dimensional intuition can, 
near-magically, become possible in 
high dimension. The following paper 
describes such a situation, where a 
clever construction inspired by ideas 
from computational complexity theo-
ry proves the existence of what seems 
like a too-good-to-be-true high-dimen-
sional object.

The authors reveal an unexpect-
ed connection between spheres and 
cubes and construct a new geometric 
object that has some of the most fun-
damental properties of both shapes. 
Turning first to cubes, they are the ca-

tion yields a highly noise-resistant 
randomized procedure for rounding 
high-dimensional data points to inte-
ger values; such a procedure could be 
useful in many scenarios. Second, the 
authors also obtain the best surface-
area-to-volume ratio of any 3D cubi-
cal tile, improving on a construction 
of Choe1 from 1989; this could have 
practical consequences in material 
science, fabrication, or related areas. 
Third, their work is based on a surpris-
ing connection to recent deep results 
on hardness amplification in com-
putational complexity theory;2 their 
article provides a fascinating perspec-
tive on this area, and a great illustra-
tion of how ideas from one branch of 
mathematics can have unexpected yet 
tremendous utility in a completely dif-
ferent area. Finally, there is the sheer 
“wow, I wouldn’t have thought that’s 
possible!” factor—it is just plain neat 
that you can have a “spherical cube” in 
high dimensions.

Many important questions remain 
unanswered, both in the complexity-
theoretic foundations of Kindler et 
al.'s result and in the specifics of their 
geometric construction. A random-
ized algorithm, not a particularly ef-
ficient one, constructs their cubical 
tile; natural goals are to come up with 
a more efficient randomized construc-
tion, or ideally even an explicit con-
struction that does not use random-
ness. We can reasonably hope that 
future work—perhaps again informed 
by perspectives and ideas from com-
plexity theory—will provide more in-
sights into the mysteries and surprises 
of high-dimensional geometry.	
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Spherical Cubes: Optimal 
Foams from Computational 
Hardness Amplification
By Guy Kindler, Anup Rao, Ryan O’Donnell, and Avi Wigderson

Abstract
Foam problems are about how to best partition space 
into bubbles of minimal surface area. We investigate the 
case where one unit-volume bubble is required to tile 
d-dimensional space in a periodic fashion according to the 
standard, cubical lattice. While a cube requires surface area 
2d, we construct such a bubble having surface area very close 
to that of a sphere; that is, proportional to  (the minimum 
possible even without the constraint of being periodic). Our 
method for constructing this “spherical cube” is inspired by 
foundational questions in the theory of computation related 
to the concept of hardness amplification. Our methods give 
new algorithms for “coordinated discretization” of high-
dimensional data points, which have near-optimal noise 
resistance. We also provide the most efficient known cubical 
foam in three dimensions.

1. INTRODUCTION
A foam in the d-dimensional space Rd is a partition of Rd into 
bounded sets called bubbles. In such a foam, the bubbles are 
said to tile the space. The main question studied in this work 
is if a foam in Rd has only bubbles with a given volume, what 
is the minimal possible average surface area of its bubbles? 
This fundamental question has been a focus of study for sci-
entists in many disciplines, from physicists studying soap 
bubbles,21 to chemists studying crystal structures,12 biolo-
gists studying cell aggregation,3 mathematicians studying 
sphere-packings,14 materials scientists studying polymers,20 
and even artists and architects.6 In this work, we present 
a new approach to the construction of tiling shapes, based 
on methods from computer science. This approach leads 
to an asymptotically optimal solution of the Cubical Foam 
Problem, defined below.

1.1. Foams
Questions about minimal surface area tilings of space have a 
very long history. In the 19th century, Thomson (Lord Kelvin) 
introduced the Kelvin Foam Problem,26 which asks how 
three-dimensional space can be partitioned into bubbles 
of volume 1 such that the average surface area of the bub-
bles in the foam is minimized. This question is motivated 
not only by its mathematical appeal, but also by interest in 
the physics of foams in nature, since surface tension makes 
bubbles seek to minimize their surface area.

One way to design foams with small surface area is to 
first construct a lattice of periodically arranged points, and 

then to take the Voronoi cells around each lattice point. 
The Voronoi cell of a lattice point x is the bubble, which 
includes all points that are closer to x than to any other 
lattice point. The solution Kelvin proposed in 1887 for his 
problem was based on the Voronoi foam associated with 
the so-called body-centered cubic lattice. The bubbles in 
this foam have a surface area . 
Kelvin further suggested letting this foam relax, so that it 
conforms with Plateau’s Rules for soap bubbles21; modern 
computer simulations show that this decreases the sur-
face area to about 5.306.7, 18 In 1994, Weaire and Phelan27 
exhibited a foam with an improved average surface area of 
about 5.288. The Weaire–Phelan foam is formed by relax-
ing the Voronoi foam for a periodic subset of lattice points 
(Figure 1). Weaire and Phelan used the crystal structure of 
a certain silicon–sodium clathrate to choose the points. It 
is still unknown whether or not their foam optimally solves 
Kelvin’s problem.

It is natural to study the Kelvin Foam Problem in 
dimensions other than three. In two dimensions, it was 
long believed that the best solution is to tile space with 
regular hexagons, which is the Voronoi foam of the trian-
gular lattice. The optimality of this foam was conjectured 
as far back as in the 4th century by Pappus of Alexandria, 
but a mathematical proof was found only in 1999, by 
Hales.13 In higher dimensions, a lower bound on the aver-
age surface area follows from the Isoperimetric Inequality: 
the surface area of any bubble of volume 1 must be at 
least as large as that of a ball of volume 1. As the number 
of dimensions d grows, this lower bound asymptotically 
approaches . An upper bound that matches this 
lower bound up to a factor of 2 can be obtained by taking 
the Voronoi foam of a d-dimensional lattice in which the 
covering-radius to packing-radius ratio tends to 2. Such a 
lattice can be obtained by a probabilistic construction.8 
Hence, the minimum surface area in the d-dimensional 
Kelvin Foam Problem grows in proportion to the square-
root of the dimension.

In our work, we consider tilings that are periodic with 
respect to the integer lattice (also known as the cubic lattice). 

The original version of this paper is entitled “Spherical 
Cubes and Rounding in High Dimensions” and was 
published in the Proceedings of the 49th Annual IEEE 
Symposium on Foundations of Computer Science, IEEE 
Computer Society, 2008.
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The high-dimensional version of the Cubical Foam 
Problem was raised by Feige et al.11 in 2007, who noted a sur-
prising connection to a certain problem in theoretical com-
puter science about computational hardness amplification. 
We shall explain the details of this connection later. A sub-
sequent result of Raz24 on the limits of such amplification, 
using an idea from a related paper of Holenstein,16 provided 
us with the tools to solve the high-dimensional Cubical 
Foam Problem.

1.2. Our results
•	 We give a probabilistic construction proving the exis-

tence of a bubble that partitions d-dimensional space 
according to the cubic lattice and whose surface area is 
at most . Thus, our bubble is nearly spherical, in 
the sense that its surface area is larger than that of a 
sphere by only a constant multiplicative factor (about 
3.04). The best previous constructions had surface area 
proportional to d (like the cube itself has). We conclude 
that the optimal solution to the Cubical Foam Problem 
has surface area proportional to the square-root of the 
dimension, just as in the more general Kelvin Foam 
Problem. Thus in high dimensions, integer-lattice til-

This lattice consists of the points in d-dimensional space 
whose coordinates are all integers. We address the follow-
ing question:

Cubical Foam Problem: What is the least surface area of 
a bubble that partitions d-dimensional space periodically 
according to the integer lattice?

The Voronoi foam for the integer lattice consists of 
cubes of side length 1. In d dimensions, these cubes have 
surface area 2d. This grows linearly with the dimension, 
much higher than the known lower bound of . Are there 
more “spherical” cubes, which still tile by the integer lat-
tice, but have surface area closer to that of a ball? This is 
the main question that we answer in this work.

The Cubical Foam Problem seems to have been first 
formally raised by Choe.10 Choe showed that in two dimen-
sions, the unit square whose surface area (perimeter) is 4 is 
not the optimal solution. Rather, the optimal solution is the 
isosceles hexagon shown in Figure 2, with 120° angles, side  
lengths  and , and perimeter about 3.864. Choe gave  
the three-dimensional version as an open problem. Prior to 
our work, the best known solution was simply to add depth 
to the Choe hexagon, transforming it into the prism shown 
in Figure 2, with surface area 5.864.11

Figure 1. (Left) Four bubbles in the Kelvin Foam, formed by relaxing the Voronoi cells of the body-centered cubic lattice. (Right) Seven bubbles 
in the Weaire–Phelan Foam, formed by relaxing the Voronoi cells of the A15 Packing.

Figure 2. (Left) The Choe Hexagon, Choe’s optimal solution to the Cubical Foam Problem in two dimensions. (Right) The hexagons extruded 
into three-dimensional prisms. The resulting three-dimensional cubical foam is not optimal; a solution with smaller average surface area 
is presented in this work.
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ings are essentially as efficient as arbitrary tilings.
•	 We show that our construction also yields a highly noise-

resistant procedure for the rounding high-dimensional 
data. Specifically, we obtain a randomized procedure, 
which assigns each vector of real numbers x = (x1,…, xd) 
to  a vector of integers n = (n1,…, nd), with the following 
two guarantees. Each ni is always simply xi rounded up or 
down to its floor or ceiling integer, yet if two real vectors 
x, y are at Euclidean distance r, then our procedure 
assigns them to the same integer vector except with 
probability at most 2 ⋅ p ⋅ r. Thus, if two parties get two 
noisy versions x, y of the same integer vector n, they will 
round them to the same vector with very high probability. 
Somewhat remarkably, the error in this natural coordi-
nation task does not depend on the dimension at all, and 
depends only linearly on the noise. Previously known 
procedures either rounded points to far off points, so 
that |xi − ni| could be as large as , or separated points at 
distance r with probability as high as .9, 19

•	 Using different (and ad hoc) methods, we give an 
explicit construction for the Cubical Foam Problem in 
three dimensions with a surface area about 5.602. This 
beats the surface area of the prism obtained from 
Choe’s prism by about 4.5%.

1.3. Computational hardness amplification
Our method for constructing an efficient cubical foam 
has a surprising inspiration: the subject of computational 
hardness amplification in the study of the theory of com-
putation. Consider a computational task T, such as solv-
ing a system of equations, finding the best move in a chess 
position, optimizing a schedule under constraints, etc. 
The difficulty, or hardness, of T is measured in terms of 
the computational resources (say the number of steps 
in an algorithm) required to obtain a solution of a given 
quality. Hardness amplification refers to methods that can 
be used to transform T into an even harder task, requir-
ing even more resources. For example, one could consider 
the task of solving T on d inputs simultaneously. Is this d 
times harder, or can a clever reuse of resources allow for 
a computation that achieves more than what one would 
naively expect?

This question arises in many areas of computational 
theory, including cryptography, pseudorandomness, and 
optimization. Our foam construction is motivated by prog-
ress in understanding hardness amplification in the con-
text of solving constraint satisfaction problems, a major 
topic in computer science, operations research, statisti-
cal physics, and information theory (e.g., Achlioptas et 
al.1). A  constraint satisfaction problem is specified by a 
collection of constraints on n variables. For the purpose 
of this discussion, we shall restrict ourselves to bivariate 
constraints, of the form c(x, y), where each constraint c 
depends on only two of the n variables. A solution to the 
problem is a setting of the variables that maximizes the 
number of constraints that are satisfied. For example, the 
well-known graph coloring problem can be viewed as a 
bivariate constraint problem. Associate a single variable xv 
for each vertex v of the given graph and each edge {u, v} 

gives us the constraint xu ≠ xv. If the variables are allowed 
to take values from {1, 2, 3}, then the constraints are all 
satisfiable, if and only the graph is 3-colorable.

One way to solve a constraint satisfaction problem 
is to try all settings of the variables and count the num-
ber of constraints that each setting satisfies, but this 
method is very inefficient, requiring exponential time. If 
P ≠ NP, one cannot find a solution that satisfies all the 
constraints efficiently. A seminal hardness amplification 
result, the PCP Theorem,4, 5 from 1992, improved this to 
show that if P ≠ NP, then efficient algorithms cannot even 
find approximate solutions that satisfy nearly all, a (1 − ε0) 
fraction of the constraints, when a solution satisfying all 
the constraints is known to exist. Here, ε0 is a small posi-
tive constant. Indeed, the proof actually shows that it is 
hard to approximate even the fraction of constraints that 
are satisfiable.

Raz’s celebrated Parallel Repetition Theorem23 from 1995 
dramatically strengthened this hardness of approximation 
result: he showed that for every ε > 0, if P ≠ NP, then efficient 
algorithms cannot guarantee solutions that satisfy very few, an ε 
fraction of the satisfiable constraints. Raz achieves this through 
a transformation of constraints called parallel repetition that 
we describe next. Suppose we are given a set of constraints on 
n variables. These constraints can be used to define new con-
straints on nd variables as follows: Each new variable corre-
sponds to a d-tuple of variables from the old problem. For every 
d-tuple of the original constraints c1, c2,…, cd, we obtain a new 
constraint C(X, Y) = c1(x1, y1) ∧ c2(x2, y2) ∧ … ∧ cd(xd, yd) that can be 
thought of as a bivariate constraint on the variables X = (x1,…, xd)  
and Y = ( y1,…, yd). The resulting compound constraints are said 
to have been obtained by repeating the original constraints d 
times in parallel.

If the best assignment can satisfy (1 − ε) fraction of the 
original constraints, how many constraints can be sat-
isfied in the parallel repetition? Intuitively, one might 
think that the fraction of satisfiable constraints should 
be smaller, perhaps decay exponentially in d, since each 
new constraint corresponds to satisfying a set of d of the 
original constraints. But proving that this is true turned 
out to be very challenging, and counterexamples for pure 
exponential decay were known. In a breakthrough result, 
Raz showed that no assignment that can satisfy roughly 
(1 − ε32)d fraction of the constraints obtained by parallel 
repetition, namely, some exponential decay, occurs. A key 
quantity of interest here is the rate of decay, namely, 
how “quickly” does the problem become harder, and the 
approximating factor decrease. Set f (d) to be the largest 
number for which d repetitions of a constraint satisfac-
tion problem decreases the approximation factor from 

 to some small constant, say 1/10. In this notation, 
Raz showed that f (d) ≥ d1/32, and left open determining the 
optimal dependence on d.

This result played a key role in showing that many types 
of problems cannot be solved by efficient algorithms 
(again assuming P ≠ NP). A theorem that would prove a 
bound of the type f (d) ≈ d was dubbed a Strong Parallel 
Repetition theorem, and it remained open whether such a 
theorem holds. Subsequent works improved Raz’s bound 
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to a constraint satisfaction problem where every constraint 
involves two variables which are points in Rd. Indeed, Raz’s 
analysis of the Odd Cycle constraints suggests the investiga-
tion of a related problem (which we state somewhat impre-
cisely for the sake of brevity): Assign each point x in the unit 
cube [0, 1)d a shift z ∈ [0, 1)d in such a way that most nearby 
pairs of points are likely to be assigned the same shift.

The construction will be based on a carefully chosen 
probability distribution f on [0, 1)d. For now, we describe the 
construction for any distribution f and later explain how to 
choose the optimal f. Let fx be f translated by −x, so fx is a 
probability density function on −x + [0, 1)d; and let f~x be the 
periodic extension of this function, so f~x(z) = f (z + x mod 1). 
Holenstein’s Consistent Sampling Lemma gives a method 
for assigning shifts to all points such that the probability x 
and y are assigned different shifts is essentially .  
We draw a sequence of points (Z1, H1), (Z2, H2),… such that 
Zi is  drawn uniformly from [0, 1)d, and Hi is uniform on 
(0,   f ∞), where  f ∞ denotes the maximum value of f. 
Each x is then assigned a shift z = Zi, where zi comes from 
the first pair satisfying f~x(Zi) > Hi. Thus, we are led to seek 
a function f for which this is small whenever x and y are 
nearby points.

Given a density function f and a number h > 0, consider the 
shape D = {x : f (x) > h}  (0, 1)d together with its boundary. 
We call D, or a translate of D a droplet. We will want droplets 
to have smooth boundaries, which do not touch the bound-
ary of [0, 1]d. For this reason, we will require that f ’s periodic 
extension f~ be analytic and equal to 0 on the boundary of 
[0, 1]d; we will call such a density function f proper. Given a 
proper density function f, we can now describe our random-
ized algorithm for producing a periodic discretization and 
associated cubical foam:

Algorithm 1: Periodic discretization (and foam) construction, 
given f:

1.	 Let all points of Rd be unassigned.
2.	 For stage i = 1, 2, … until all points are assigned:

(a) �Choose a uniformly random pair (Zi, Hi) from [0, 1)d 
× (0,  f ∞).

(b) �Let droplet Di be {x :   (x) > Hi}, together with its 
boundary.

(c) �Assign all currently unassigned points in Di to (0,…, 0), 
and extend this assignment periodically.

(d) �Color all assignments from stage i with color i.

We remark that we color all the assignments merely to aid in 
the analysis of the algorithm.

It is not hard to prove that this algorithm indeed ends 
after a finite number of stages with probability 1. It is also 
clear that regardless of the algorithm’s random choices, it 
always produces a periodic discretization. Thus, the points 
assigned to (0,…, 0) by the algorithm always constitute a 
principal bubble, which partitions space according to the 
integer lattice.

We illustrate a sample run of the algorithm in Figure 3, 
with d = 2 and f (x1, x2) = 4sin2(p x1) sin2(p x2). The integer lat-
tice is outlined in gray, with the origin depicted as a gray 
dot. The first three panels illustrate stages 1, 2, and 3 of the 

toward such a strong theorem, first to f (d) ≥ d1/3 15 in gen-
eral, and then to f (d) ≥  22 for an important subclass 
of constraints satisfaction problems, but the progress 
stopped at .

Feige et al.11 were the first to observe that the parallel rep-
etition question was related to foams. They studied a partic-
ular collection of constraints called Odd Cycle constraints, 
and showed that for them f (d) ≥ . They also showed that if 
there is a d-dimensional cubical foam with surface area A(d), 
then for this constraint satisfaction problem f (d) ≤ A(d). In 
particular, this meant that any proof that improved on their 
bound would show that there is no cubical foam with sur-
face area , and any Strong Parallel Repetition theorem 
would prove that standard cubes are essentially the best 
cubical foams.

Once again, Raz24 resolved the matter and showed that 
Odd Cycles were a counterexample to Strong Parallel Repeti
tion. He proved that for Odd Cycle constraints f (d) ≤   and  
thus that the results of bounds f (d) ≥   of Feige et  al.11 
and Rao22 are optimal! Indeed, one can view Raz’s work as 
constructing a discrete cubical foam, with surface area pro-
portional to . A key tool used by Raz was the so-called 
Consistent Sampling Lemma, invented by Holenstein to prove 
the upper bound of f (d) ≤ d1/3 mentioned above. Raz’s result 
inspired our construction.

2. AN ALGORITHM FOR BUILDING CUBICAL FOAMS
Our solution to the Cubical Foam Problem involves general-
izing Raz’s discrete methods to Euclidean space and open-
ing up the proof of the Consistent Sampling Lemma. We use 
the “Buffon’s Needle” method to estimate surface area and 
we optimize our results using Fourier analysis.

Before describing our “sphere-like” cubical foam, we give 
some motivation for its construction. As stated earlier, our 
construction can also be interpreted as a very noise-resistant 
randomized discretization procedure for rounding off vec-
tors of real numbers to vectors of integers.

Definition 1. A discretization is a mapping which assigns 
each point x = (x1,…, xd) ∈ Rd to an integer point r = (r1,…, rd) 
∈ Zd, such that |ri − xi| < 1 for each i. If a discretization has the 
property that whenever x is rounded to r, then x + s is rounded 
to r + s for all s ∈ Zd, we say that the discretization is periodic. 
Given a periodic discretization, we define its principle bub-
ble to be the set of points that are rounded to the origin.

The principal bubble of a periodic discretization tiles Rd 
according to the integer lattice. Thus, any periodic discreti-
zation immediately yields a cubical foam. We will in fact 
give a randomized procedure whose output is a periodic 
discretization (hence also a cubical foam). As described 
earlier, we say that such a procedure is noise-resistant if 
every two nearby points x, y ∈ Rd are unlikely to be assigned 
to different integer points. Intuitively, we expect the bub-
bles produced by a noise-resistant procedure to have 
small surface area, because x and y are assigned to differ-
ent integer points only if the line segment joining them 
crosses the surface of a bubble. We will later see that find-
ing a periodic discretization in which nearby pairs x and y  
are usually assigned to the same integer point is very similar 
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algorithm. In each stage, the black dot represents −Zi and 
the black dashed line outlines the droplet Di. Colors 1, 2, and 
3 are green, yellow, and red, respectively; we have used dark 
colors to show the points assigned to (0, 0) and light colors 
to show their periodic translations.

3. ANALYSIS OF THE ALGORITHM
First, we compute the probability of rounding a pair of 
points x, y to different droplets:

Theorem 1. Let f be a proper density function, and  be a 
short line segment in Rd, say y = x + ε ⋅ u, where u is a vector 
of length 1, and ε > 0 is sufficiently small. For a given execution 
of Algorithm 1, let N denote the number of times  crosses the 
boundary between differently colored regions. Then

where the notation ≈ means equality up to order ε2.
Next, using the relationship between noise resistance 

and surface area we show:

Theorem 2. Given an execution of Algorithm 1, let A denote 
the surface area of the boundary between color regions within 
[0, 1)d. Then

Finally, we find f that minimizes the noise resistance and 
surface area:

Theorem 3.  is a proper density function 
with . Moreover, for each vector of unit length u, 
f satisfies ∫|〈∇f, u〉| ≤ 2p.

The bounds we obtain for our cubical foam solution 
and for the noise resistance of our coordinated discretiza-
tion procedure follow easily from these theorems. The bub-
ble B output by Algorithm 1 has a surface area at most 2A, 
where A is the quantity in Theorem 2; hence with the f from 
Theorem 3, the expected value of B’s surface area is at most 

. Hence, there must exist a bubble that tiles d accord-
ing to the integer lattice with a surface area at most . 
As for the noise resistance of Algorithm 1 as a coordinated 

Figure 3. A sample run of the algorithm, with d = 2, f(x1, x2) = 4sin2(px1) sin2(p x2). The integer lattice is outlined in gray, with the origin depicted 
as a gray dot. The first three panels illustrate stages 1, 2, and 3 of the algorithm. In each stage, the black dot represents −Zi and the black 
dashed line outlines the droplet Di. Colors 1, 2, and 3 are green, yellow, and red, respectively; we have used dark colors to show the points 
assigned to (0, 0) and light colors to show their periodic translations. In the first panel is the assignment after stage 1: all points in the dark 
green droplet are assigned to (0, 0); the light green translations are assigned periodically. The assignment after stage 2: the unassigned 
(uncolored) points within the outlined droplet are colored dark yellow and are assigned to (0, 0). The assignment after stage 3, using red.  
The algorithm terminates after this stage—all points in R2 have been assigned. In the final panel, we outline the final bubble which partitions 
R2 periodically according to the integer lattice.
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discretization procedure, if points x, y ∈ Rd at distance ε are 
assigned different integer points by the algorithm, then 
N, the number of times segment  crosses the boundary 
between color regions, must be at least 1. The probability of 
this event is at most E[N]. Combining Theorems 1 and 3, this 
probability is at most 2pε (up to an error of ε2, but this error 
can be eliminated) as claimed.

Next we outline the proofs of Theorems 1, 2, and 3.
We begin with the main result, Theorem 1. Let D~ = closure 

({x : f~Z (x) > H}) be a random “droplet pattern” as would be 
chosen in a single stage of Algorithm 1; that is, D~, is a ran-
dom droplet along with all of its integer translations. Let I 
denote the event that D~ intersects the segment , and let 
M denote the number of intersection points between the 
boundary of D and the segment . Since  is very short, 
the first color region that touches the segment is very likely 
to completely enclose it. Thus, even conditioned on event I 
occurring, M is quite likely to be 0. More precisely, our main 
goal is to show that

	 � (1)

Using Equation (1), it is not hard to prove Theorem 1. To see 
this, consider the first stage of the algorithm’s execution in 
which a droplet pattern touching  is chosen. Let M1 be the 
number of intersections between  and the boundary of 
this droplet pattern. Equation (1) tells us that E[M1] ≈ ε ⋅ b. 
Recalling that N denotes the number of times  crosses the  
boundary between differently colored regions at the termi-
nation of the algorithm, we certainly have N ≥ M1. However, 
it is unlikely that N will exceed M1. Indeed, consider the 
second stage of the algorithm’s execution in which a drop-
let pattern touching  is chosen, and define M2 to be the 
number of intersections between the boundary of this drop-
let pattern and . Again, by Equation (1) we have E [M2] ≈ 
ε ⋅ b. But furthermore, these M2 intersections can only con-
tribute to N if the first droplet pattern to touch  failed to 
completely enclose it. The probability of this is precisely 
Pr[M1 > 0] ≤ E [M1] ≈ ε ⋅ b. Hence, the expected contribution 
to N from this second stage is at most (ε ⋅ b)2. Continuing the 
argument, we are able to upper-bound E [N] by

We now describe the proof of Equation (1). Since the proba-
bilistic choice of D~ is invariant under any translation of Rd, we 
may assume x = 0 and hence y = ε ⋅ u. For a given z ∈ [0, 1)d, let 
gz : [0, ε] → R≥0 denote the restriction of f~z to the line segment 
from 0 to ε ⋅ u and write G(z) =  gz∞. The event I occurs 
when the randomly chosen Z and H satisfy H < G(Z), and the 
quantity M is equal to #{s ∈ [0, ε] : gz (s) = H}. (Here, we have 
discounted events with probability 0.) Hence,

	 � (2)

Regarding the denominator of this expression, G(Z) = gz(0) =  
f (Z) up to an additive error of order ε by Taylor’s theorem, 

and hence  up to order ε. 
As for the numerator of Equation (2), the inner integral 
equals the vertical distance traveled by a particle moving 
along the curve gz; this can be seen by partitioning the 
curve into small, nearly straight arcs, and considering 
their contribution to the integral. Hence, the inner integral 
equals . Since  up to order ε on [0, ε],  

 up to order  
ε2. Substituting this into the outer integral in the numerator 
of Equation (2), we conclude that

	 � (3)

up to order ε2 as claimed in Equation (1).
To prove Theorem 2, we need a method for computing 

surface area. We use the following (see Santalo25)

Theorem 4 (Buffon’s Needle Theorem): Let S be a 
d-periodic piecewise smooth surface. “Drop a needle” of length 
0 < ε < 1; i.e., let x be a random point in [0, 1)d, let u be a random 
vector of length 1, and let y = x + ε ⋅ u. If N denotes the number of 
intersections of the needle  with the surface S, then

	 � (4)

where cd is the dimension-dependent–constant E [ u1].
Note that the value of cd is not important, as it gets 

cancelled out in our analysis. Given the execution of 
Algorithm 1, we can apply Buffon’s Needle Theorem to 
compute the quantity A from Theorem 2. We obtain that 
E [A] = E [N]/(cd ⋅ ε), where in E [N] the probabilistic experi-
ment is both the execution of Algorithm 1 and the random 
choice of the “needle.” Applying Theorem 1 for each choice 
of the needle, we obtain

	 � (5)

up to an additive error of order ε. Since ε can be arbitrarily 
small, Equation (5) is in fact an exact equality. And further, 
for each fixed vector ∇f (z), the quantity Eu [|〈∇f (z), u〉|] 
equals  f (z) ⋅ cd. Substituting this into Equation (5) proves 
Theorem 2.

It remains to prove Theorem 3. Suppose, we seek a proper 
density function on [0, 1)d such that ∫  f  is small. Writing 
f = g2 and using the Cauchy–Schwarz inequality:

	 � (6)

where we also used that ∫ f = ∫ g2 = 1. Since f is a proper den-
sity function, g’s periodic extension is smooth and 0 on the 
boundary of [0, 1]d. We may therefore rewrite g using the 
multidimensional sine series:

	 � (7)

Differentiating Equation (7) and applying Parseval’s theo-
rem, we get
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“base” facet centered at the origin; specifically, an edge 
from (−s, s) to (s, −s) for some parameter s. This already gives 
all vertices, by periodic extension. The hexagonal bubble 
is the convex hull of the two base points, their translates 
within [0, 1)2, and their translates by (1, 1). One chooses s 
to minimize the resulting surface area (perimeter).

We similarly construct a tiling shape B in three dimen-
sions. We form a “base” facet centered at the origin, which 
is a regular hexagon, with vertices ±(0, −t, t), ±(−t, 0, t), and 
±(−t, t, 0), for some t ∈ (0, 1/3). Again, this gives all vertices, 
by periodic extension. We take B to be the convex hull of 
the 6 base points, along with their 6 translates within [0, 1)3 
and their 6 translates within (0, 1]3. The polytope B has 
14 facets: two opposing base regular hexagons, six larger 
“isosceles” hexagons, and six rectangles. An illustration is 
in Figure 4.

One may calculate that B has a surface area

which is minimized when t ≈ 0.1880, having minimal value 
about 5.6121. This already beats the surface area of the 
Choe prism.

We can further improve this solution by letting B relax 
(within the torus R3/Z3) as a soap bubble. Using Brakke’s 

	 � (8)

Applying Parseval to ∫ g2 = 1 yields that , subject 
to which Equation (8) is minimized when ĝ (1, 1,…, 1) = 1. Thus, 
we are led to the solution for f stated in Theorem 3 and 
obtain the bound  from Equations (6) and 
(8). It remains to verify that ∫ |〈∇f, u〉| ≤ 2p also holds for 
each vector u. Using the Cauchy–Schwartz inequality, we 
obtain

for our choice of g, and hence f. This completes the proof of 
Theorem 3.

4. A THREE-DIMENSIONAL CUBICAL FOAM
Although we have asymptotically solved the Cubical Foam 
Problem up to a small constant factor, in the physically 
natural case of d = 3, our construction does not improve 
on the Choe Prism, or even the cube. Here, we present an 
improved three-dimensional cubical foam, constructed via 
an ad hoc method.

The two-dimensional minimizer given by Choe in 
Figure  2 (left) can be described as follows: Start with a 
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Figure 4. Our new three-dimensional cubical foam. (Top left) The unrelaxed tile. (Top right) The tile after it has relaxed according to  
Plateau’s Rules. (Bottom left) The unrelaxed tile forming a foam according to the integer lattice. (Bottom right) Illustration of the relaxed 
foam as soap bubbles.
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ReferencesSurface Evolver,7 we obtain the relaxed bubble B shown 
in Figure 4. We remark that it has slightly wavy faces and 
curved edges, and that the vertices have moved according to 
t ≈ 0.1814. The surface area of B is slightly less than 5.602, 
according to Surface Evolver.

5. DISCUSSION
We have given a probabilistic construction of a cubical foam 
with near-spherical surface area. The construction uses 
ideas that are new to the study of foams, and is inspired by 
work on the limits of “hardness amplification” in certain 
computational optimization problems. Our construction 
gives the first suggestion that in high dimensions, optimal 
foams might not be derived from Voronoi cells and may be 
quite unlike polyhedra.

We have also given an algorithmic application of our 
foam’s construction: a very “noise-resistant” procedure 
for rounding off vectors of d real numbers to integers. This 
discretization algorithm may not be practical for very large 
d, as Algorithm 1 is likely to run for a number of stages 
which is exponential in d. An important open problem is 
to find a coordinated discretization procedure with simi-
lar noise resistance, but taking time that grows only poly-
nomially in d.

Finally, the construction of our cubical foam used ran-
domness in an essential way; randomness is also used in 
other efficient high-dimensional constructions of foams 
(such as high-dimensional Kelvin foams). Although ran-
domness is clearly required for noise-resistant coordinated 
discretization, it is an intriguing question as to whether it is 
necessary for the construction of foams, or whether explicit 
or derandomized constructions exist.

Subsequent to our work.17 Alon and Klartag2 gave a 
simpler derivation of our cubical foam via Cheeger’s iso-
perimetric inequality; their analysis also shows that there 
exists a fixed parameter h that can be used as Hi through-
out Algorithm 1. In other words, a good foam can be 
derived from the random translations of a single droplet 
of the form

However, it still remains unknown as to how to construct an 
explicit “spherical cube.”
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this line of research, starting with the 
conceptual breakthrough by Vaidya 
and continuing with the theoretical 
heavy lifting provided by Spielman, 
Teng, and collaborators.

Beyond its novelty value, this re-
search affords insights that traditional 
approaches cannot. Numerical analy-
sis techniques (and the algorithms that 
come from them) often have to assume 
that the system of equations comes 
from a grid with very simple connectiv-
ity. These assumptions are clearly not 
true for data-centric applications like 
those mentioned above. By contrast, 
the new techniques are quite general 
and impose no constraints on the 
structure of the system of equations. 
They lead to algorithmic approaches 
and analysis tools that are unlike any-
thing that has come before. In addi-
tion, theoretical computer scientists 
think about computational complexity 
in a different way than numerical ana-
lysts do, and so provide a new frame-
work for algorithmic analysis.

This is a challenging area of re-
search because it cuts across disci-
plines and requires a depth of expertise 
in multiple areas. This paper provides 
an accessible introduction to this rap-

A l g o r i t hm  i c  a d va n c e s  c a n  come 
from the most unexpected places. 
The following paper by Koutis, Miller, 
and Peng is an elegant case in point. 
It describes an emerging approach to 
solving linear systems of equations 
that relies heavily on techniques from 
graph theory.

OK, I admit it. Solving systems of 
equations is one of those “supposed 
to be good for you’’ topics that we all 
had to suffer through but most of us 
quickly forgot. But it also happens to 
be hugely important. For decades, sci-
entists and engineers have simulated 
the world by solving linear systems. 
Systems with billions of variables are 
commonly solved, and this computa-
tion almost certainly consumes the 
majority of supercomputing cycles in 
the world. In recent years, linear sys-
tems have played a key role in page 
ranking, data analysis, recommenda-
tion systems and numerous other as-
pects of our data-centric world. 

Back in high school we were all 
taught how to solve such systems by 
repeatedly subtracting one equation 
from another to eliminate a variable. 
Unfortunately, this simple approach 
takes O(n3) time for n equations with 
n variables. These days, large systems 
are usually solved using a different 
type of approach in which better and 
better approximations to the answer 
are computed until an acceptable 
tolerance is achieved. The traditional 
theory behind these iterative methods 
relies on numerical analysis, not a 
favorite class for most computer sci-
ence students.

In recent years, a small cadre of re-
searchers has been building a novel 
theoretical framework for analyzing 
a very important class of linear sys-
tems. With this new approach, the 
performance of an algorithm can 
be evaluated using techniques from 
graph theory—a discipline quite dif-
ferent from numerical analysis. The 
authors describe the quirky history of 

idly evolving set of ideas. Its key contri-
bution is a significantly simpler algo-
rithm that retains desirable theoretical 
properties. Unfortunately, “simpler” 
is still probably too complex for the 
numerical computing community to 
adopt. But this work brings these ideas 
much closer to practical realization.

When unanticipated connections 
between fields are uncovered, we get 
to see the familiar in strange and fresh 
ways. Our understanding is deepened 
and new insights emerge from the fu-
sion of alternative perspectives. The 
connection between graph embed-
dings and linear solvers described in 
this paper is a perfect example of this 
cross-disciplinary mixing. The line of 
work it describes has already resulted 
in improved algorithms for long-stand-
ing graph problems, and spun off nu-
merous juicy theoretical questions. 
Almost lost in this excitement is the 
implication for scientific computing 
of provably near-optimal solvers for a 
hugely important class of linear sys-
tems. This is important work whose 
full ramifications are still emerging.	
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A Fast Solver for a Class  
of Linear Systems
By Ioannis Koutis, Gary L. Miller, and Richard Peng

Abstract
The solution of linear systems is a problem of fundamental 
theoretical importance but also one with a myriad of applica-
tions in numerical mathematics, engineering, and science. 
Linear systems that are generated by real-world applications 
frequently fall into special classes. Recent research led to a 
fast algorithm for solving symmetric diagonally dominant 
(SDD) linear systems. We give an overview of this solver and 
survey the underlying notions and tools from algebra, prob-
ability, and graph algorithms. We also discuss some of the 
many and diverse applications of SDD solvers.

1. INTRODUCTION
One of the oldest and possibly most important computa-
tional problems is that of finding a solution to a system of 
linear equations. There is evidence that humans have been 
solving linear systems to facilitate economic activities 
since at least the first century AD. With the advent of physi-
cal sciences and engineering, linear systems have been, 
for centuries now, a central topic of applied mathematics. 
And over the last two decades, the digital revolution has 
expanded the use of linear system solvers to applications 
of surprising variety.

Many of these new applications typically model enti-
ties and their relationships as networks, also known 
as graphs, and use solvers to extract information from 
them. The resulting linear systems frequently obey sim-
ple constraints which classifies them as symmetric diag-
onally dominant (SDD).

An example of an area where such systems arise is in 
the analysis of social networks. Such networks can be rep-
resented as a set of links connecting people; an example is 
shown in Figure 1. A natural question to ask is how “close” 
are two persons in the network. Purely graph-based methods 
measure either the length of the shortest path or the maxi-
mum number of disjoint paths between the two nodes, but 
not both. To take both of these quantities into account we 
can view the network as an electric circuit with each connec-
tion corresponding to an electrical wire. Hooking a battery at 
the two nodes of interest and measuring the resistance of the 
entire network gives a quantity known as the effective resis-
tance, which can be used as a “proximity” measure. Since the 
electrical network is not physically available, we cannot mea-
sure the effective resistance. We can, however, compute it by 
solving an SDD linear system.

The above example is only one of many instances of infer-
ence on a graphical model. Similar methods are applicable 
in a wide range of problems, such as measuring the impor-
tance of specific proteins in protein–protein interaction 

networks14; the link prediction problem in social networks13; 
or even problems where graphs arise less directly, such as 
segmenting the image shown in Figure 2.

More intricate uses of electrical networks have been dis-
covered in the context of classical graph optimization prob-
lems, with the recent network flow algorithm by Christiano 
et  al.5 standing out as an algorithmic breakthrough. The 
algorithms reduce the problem to not just one network, 

This paper is based on two previous works: “Approaching  
Optimality for Solving SDD Linear Systems,” which 
appeared in the Proceedings of FOCS ’10 and “A Nearly-m  
log n Time Solver for SDD Linear Systems,” which 
appeared in the Proceedings of FOCS ’11.

Figure 1. Representing a social network as a graph.

Figure 2. Segmentation of medical scans.21
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require solving an SDD linear system, which is the problem 
we are trying to solve in the first place.

Our main contributions are two ideas that allow us to 
circumvent this “chicken and egg” problem. The first idea 
is to use an upper estimate on the effective resistance for 
each edge. The second idea is to compute these estimates 
on a modified graph, in which the estimates are sufficiently 
good. The modification is in fact quite simple; we find an 
LSST of the graph and increase the weight all of its edges. 
To compute the upper estimate for the effective resistance 
of an edge in the modified graph we only use the edges of 
the LSST. A key side effect of this modification is that the 
number of non-tree edges in the preconditioner is much 
less than the number of edges in the original graph. In this 
way we meet the known design conditions and obtain the 
faster solver.

2. NETWORKS, SYSTEMS, SOLVERS
Let us consider the problem of finding a voltage setting given 
the desired net current flow at each of the vertices. A simple 
three-node example of an electric network is depicted in 
Figure 3. The inverse of the resistance of wire, also known 
as conductance, is a direct analogue to the edge weight in 
a graph; because of that we choose to label each wire by 
its conductance rather than its resistance. Setting the volt-
ages of the vertices to some values leads to an electrical flow 
through the edges. There are two fundamental principles 
governing this voltage setting. (a) Kirchhoff’s law, which 
states that with the exception of the vertices where current  
is injected/extracted, the net flow at each vertex is zero. 
(b)  Ohm’s law, which states that the current on an edge 
equals the voltage difference between its endpoints times 
the conductance of the wire.

As an example consider the network given in Figure 3 
where we set the voltages at the three vertices to be x1, x2, and 
x3 respectively. By Ohm’s law we get that the current flows 
along edges 1 → 2 and 1 → 3 are 1 · (x1 − x2) and 2 · (x1 − x3), 
respectively. Therefore the amount of current we will need to 
inject into vertex 1 to maintain these voltages is:

1 · (x1 − x2) + 2 · (x1 − x3) = 3x1 − x2 − 2x3

Identities for the required current entering/leaving vertices 
2 and 3 can also be derived similarly. Therefore, if we want 
one unit of current to enter at vertex 1 and leave at vertex 
3, the voltages will need to satisfy the following system of 
linear equations:

Using more compact notation, linear systems assume the 
form Ax = b where x is a n × 1 column vector of unknowns, 

but to a sequence of networks via successive readjustment 
of edges. In these algorithms, some of the resulting sys-
tems are significantly harder than “typical” instances, cap-
turing—in some sense—the hardness of the optimization 
problems themselves.

Current SDD solvers are empirically fast for some engi-
neering applications, but they are not able to efficiently solve 
most cases of SDD linear systems. Besides these practical 
limitations, the fact that existing SDD solvers lack guaran-
tees on arbitrary instances limits their implications to the 
theory of algorithms as well.

These factors underline the need for “mathematically 
certified” solvers that are provably fast for arbitrary SDD 
linear systems, independently of their origin, be it—for 
instance—social or protein networks. This paper describes 
our state of the art solver for SDD linear systems.

1.1. A glimpse at the solver
The class of SDD linear systems arises in particular in the 
study of electrical networks, which provide us with a con-
cept crucial to understanding how our algorithm works: 
the effective resistance between two points in a network. 
In addition, the connection to networks enables adopting a 
second alternative view of our linear system, as a weighted 
graph. We give the details in Section 2.

We then move to the algebraic component of our solver. 
The approximate solution of linear systems via iterative 
methods is a topic not commonly encountered in com-
puter science but thoroughly studied in the context of 
numerical linear algebra and scientific computation. 
Section 3 explains iterative methods via an analogy with 
the computation of the inverse of a real number in a calcu-
lator with a broken division key, where only addition and 
multiplication operations are available. This leads us to 
preconditioning, a term first used by Alan Turing. In the 
graph theoretic context, preconditioning provides a mea-
sure of similarity between graphs. This measure is used to 
formalize design conditions sufficient for the construction 
of a fast iterative method.

What distinguishes our solver from classical iterative 
methods is its combinatorial component and specifically 
the use of graph theoretic algorithms. It was understood 
before our work that the key to a fast solver is finding a 
subgraph (the preconditioner) which is similar to a given 
graph, but has substantially fewer edges.20 Our contribution 
is a conceptually simple procedure for constructing good 
preconditioners, this is the topic of Section 4.

The base of our preconditioner is a spanning tree of 
the input graph, in other words a minimally connected 
subgraph. Our algorithm needs a special type of spanning 
tree called a low-stretch tree (LSST) which we describe in 
Section 4.1. This can be found using very sophisticated but 
fast algorithms.

To get a better preconditioner, we perform random sam-
pling: each edge of the input graph is put into the precon-
ditioner with a specified probability. It was known that the 
effective resistance between the two endpoints of each edge 
provides a good sampling probability for it.18 Unfortunately 
the problem of computing the effective resistance seems to 

Figure 3. A simple network and linear system.
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also called variables, b is a n × 1 column vector of real num-
bers, and A is an n × n matrix containing the coefficients of 
the variables. For example, the above linear system can be 
expressed in matrix form as:

� (2.1)

Note that each off-diagonal entry is the negation of the 
conductance of the resistor connecting its two vertices, 
and each diagonal entry is the sum of the conductances 
of all resistors incident to the corresponding vertex. 
Since resistive networks can also be viewed as undirected 
graphs, this type of matrix is known as a Graph Laplacian 
and we will rely on this connection extensively in our 
algorithm. SDD matrices are a further generalization of 
graph Laplacians. However, an SDD system can be eas-
ily transformed into a Laplacian system (e.g. see Koutis 
et  al.9) and so we will restrict our attention entirely to 
graph Laplacians.

Once we’re able to obtain the voltages at each vertex, we 
can also compute the effective resistance between two ver-
tices. Intuitively, this notion can be viewed as thinking of 
the entire network as a single electrical component. Then 
by Ohm’s law the voltage drop required to send 1 unit of 
current corresponds to the resistance of the component. 
In our example, the effective resistance between vertex 1 
and 2 is x1 − x3 = 2/5. Formally, this value equals vs − vt from 
the solution of the linear system Lv = j, where j is zero 
everywhere except in the two entries corresponding to the 
nodes s and t, for which we set js = 1 and jt = −1. As we will 
see later, this metric is not only used for network analytics, 
but also plays a crucial role in our solver itself.

2.1. Solvers and their speed
Despite its long history, the problem of constructing good 
solvers is considered far from being solved, especially in 
terms of speed. The speed of algorithms is commonly mea-
sured in terms of the input size. In the case of general lin-
ear systems on n variables, the matrix has size n2. However, 
matrices are often sparse, that is, most of their entries are 
equal to zero. Because of this we can easily “compress” them 
to size proportional to the number of non-zeros, denoted by m. 
The best case scenario, which remains entirely consistent 
with our current understanding, is that linear systems can 
be solved with O(m)a operations.

It’s fair to say that Gaussian elimination is the most 
well-known method for solving linear systems. It runs in 
O(n3) time and it is known as a direct method in that, if 
the arithmetic operations are performed exactly then one 
gets the exact solution to the system. Although this expo-
nent of 3 has been decreased to as low as 2.37,24 direct 
methods in general require storing n2 entries, creating 
a natural bottleneck that limits us to systems with a few 
thousand variables.

One possible remedy to the space and time limitations of 
direct methods are iterative methods. These compute pro-
gressively better approximate solutions by only performing 
matrix–vector products and other simpler vector operations.

One of the most important iterative methods is Conjugate 
Gradient, discovered by Lanczos, Hestenes, and Stiefel in 
the early 1950s. This method works for arbitrary symmetric 
positive definite systems, a class that includes SDD systems. 
While it requires only O(m) space, it is understood that its 
running time—in its original form—can be large.

Strong evidence that iterative methods can combine low 
space requirements and very fast running time was pro-
vided by a family of iterative methods known as multigrid.22 
Multigrid solvers have an O(m) running time guarantee 
albeit for restricted and well-structured systems that arise in 
scientific computing.

The solver we will review in this paper is also an iterative 
method. It is the culmination of a line of work initiated by 
Vaidya,23 which was brought to near-completion with the 
breakthrough achievement of Spielman and Teng19: the first 
solver that runs in time O(m logc n) for any graph Laplacian, 
where c is a large constant. The work discussed here, sum-
marized in the following claim from Koutis et al.,10 provides 
a conceptually simpler, faster and more practical algorithm.

Theorem. SDD systems can be solved in Õ(m log n log(1/ε) ) 
time,b where ε is a standard measure of the approximation 
error.

3. THE ALGEBRAIC COMPONENT
3.1. Iterative methods: Division-free inversion
Our way towards the faster solver starts with a basic and 
perhaps seemingly unrelated question: is it possible to com-
pute the inverse 1/a of a number a using a calculator with a 
broken division key?

To answer the question we can invoke a basic identity 
that tells us that when 0 < a < 2, 1/a equals the following infi-
nite sum:

1/α = 1/(1 − (1 − α))
= 1 + (1 − α) + (1 − α)2  + (1 − α)3 + . . .� (3.2)

Of course, computing an infinite sum is not possible. But 
keeping a number of terms will give us an approximation of 
1/a; the more terms we keep the better the approximation.

But how is this related to the problem of solving linear 
systems? Matrices borrow several of the usual proper-
ties of scalar numbers. When A is symmetric, its inverse 
A−1 also satisfies the identity in 3.2, substituting A for 
a, A−1 for 1/a and the identity matrix I for the number 1. 
Furthermore, if we want an approximation to x = A−1bc we 
can actually avoid entirely taking powers of the matrix; the 
ith approximate vector

x(i) = (I + (I – A) + . . . (I – A)i)b

a  We use f (n) = O( g (n) ) to denote f (n) ≤ c · g(n) when n ≥ n0 for some constants 
c and n0.

b  The Õ() notation hides a log log n factor.
c  If A−1 does not exist, as in the case of Laplacians, we use A−1 to denote the 
pseudoinverse as well.
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3.4. Interpreting similarity
It is interesting to see what this measure of similarity means 
in the context of electrical networks, that is when both A and 
B are Laplacians. The quadratic form

xT Ax

is equal to the energy dissipation of the network A, when the 
voltages at vertices are set to the values in the vector x. Then, 
the network B is a k-approximation of the network A when-
ever for all voltage settings, B dissipates energy which is 
within a k  factor of that dissipated by A.

So, roughly speaking, two networks are similar when 
their “energy profiles” are similar. This definition does not 
necessarily correspond to intuitive notions of similarity; two 
networks may appear to be very different but still be similar. 
An example is shown in Figure 4.

3.5. What is a good preconditioner?
Armed with the measure of similarity, we are now ready to 
face the central problem in solver design: how do we com-
pute a good preconditioner?

To deal with the question we must first understand what 
properties are desirable in a preconditioner. A big unknown 
in the total running time is the cost incurred by the limited 
division button that evaluates B−1y.

To evaluate B−1y we do not need to compute B−1. We can 
instead solve the system Bz = y; the solution z will be equal 
to B−1y. Clearly, we would like to solve systems involving 
B as quickly as possible. At the same time we would like the 
number of iterations to be as small as possible, since each 
of them requires at least m operations. Furthermore, a slow 
algorithm for computing the preconditioner B would defeat 
the purpose of a fast solver. So, we should also be able to find 
B quickly. Balancing these three opposing goals makes the 
problem quite challenging.

3.6. Recursion and design conditions
In order to solve the linear system fast, we will need a pre-
conditioner B which is an extremely good approximation 
of A and can be solved in linear time. Satisfying both these 
requirements is too much to hope for. In practice, any good 
graph preconditioner B won’t be significantly easier to solve 

can be produced with i applications of the following sim-
ple recurrence:

x(0) = 0
x(i+1) = b + (I – A)x (i) for i > 0.

It can be seen that each step involves a matrix–vector 
multiplication by A. This is the simplest among iterative 
methods that in general attempt to approximate the solu-
tion of a linear system using only a sum of results from a 
series of matrix–vector multiplications.

3.2. Preconditioning
So far, our replacement for the division button is of rather 
restricted value, since it only works when 0 < α < 2, and 
can converge very slowly when α is close to 0 or 2. One way 
to extend our method and to speed up its convergence is 
to add a “restricted division” key to our calculator. This 
key allows us to “divide” by a fixed scalar b of our choice, 
which in the matrix setting corresponds to a matrix–vec-
tor product involving the inverse, B−1 of a matrix B. We can 
speed up our algorithm by pressing the “restricted divi-
sion” button after each matrix–vector multiplication by 
A, giving the following modified recurrence known as pre-
conditioned Richardson iteration:

x(0) = 0
x(i+1) = B–1 b + (I – B–1 A)x (i) for i > 0.

The matrix B is known as the preconditioner and 
instead of solving the system Ax = b, we are essentially 
solving the preconditioned system: B−1 Ax = B−1b. It is 
worth emphasizing that each step of this method involves 
a matrix–vector multiplication by A followed by a “divi-
sion” by the matrix B.

3.3. Measuring similarity between matrices
Looking back at the single variable recurrence, the critical 
condition for its convergence is 0 < α < 2. An extension of it 
is needed in order to analyze preconditioned iterative meth-
ods involving matrices A and B. For matrices A and B, we say 
A  B when for all vectors x we have

xT Bx ≤ xT Ax.

Unlike the situation with scalars, this ordering is only 
“partial”. Even for size 2 diagonal matrices, it is possible 
that neither B  A nor A  B holds. But when A and B are 
symmetric, there will be numbers kmax and kmin such that:

kmin A  B  kmax A.

We will say that B is a k-approximation of A, where 
k  =  kmax/kmin. In this case, after introducing additional 
scaling factors, it can be shown that the preconditioned 
Richardson’s iteration gives a good approximation in O(k) 
iterations. There are iterative methods with faster conver-
gence rates, and—as we will see—our solver relies on one of 
them, known as Chebyshev iteration.

Figure 4. Two similar graphs: A complete graph and a random small 
subset of its edges, made heavier.
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promise for a multilevel hierarchy of progressively smaller 
graphs. However, as observed by Vaidya,23 when m is almost 
the same n, the graph has several “tree-like” parts, and these 
can be reduced via a “partial” Gaussian elimination that 
runs in O(m) time. So whenever this case appears, it makes 
sense to first run partial elimination. This will decrease the 
vertex count n, leading to a much smaller instance on which 
recursion is applicable.

The multilevel analysis of Spielman and Teng is signifi-
cant not only for its actual algorithmic value but also the 
conceptual reduction of the multi-level solver design prob-
lem to a well-defined two-level preconditioning problem, 
allowing us now to focus on the combinatorial component 
of the solver.

4. THE COMBINATORIAL COMPONENT
Although graph theory has been used to speed up direct 
methods, it took a paradigm-shifting idea of Pravin Vaidya 
to enter a systematic study of using graph theory for itera-
tive methods. In particular, Vaidya suggested the use of a 
spanning tree of the graph A as a building base for the pre-
conditioner B. A spanning tree of a graph is a connected 
subgraph without loops. The choice of a tree stems from 
the observation that linear systems whose matrix is the 
Laplacian of a tree can be solved in O(n) time via Gaussian 
elimination. Adding a few edges of A back onto the tree 
returns a preconditioner B which can only be better than 
the tree, while still being relatively easy to solve. Vaidya’s 
idea set forth two questions: (i) What is an appropriate 
base tree? (ii) Which off-tree edges should be added into 
the preconditioner?

While these questions seem to be interrelated, we can 
actually address them separately.

4.1. Low-stretch: The base spanning tree
The goal of finding a preconditioning tree B which is as simi-
lar as possible to the graph A led Vaidya to a natural idea: 
use a tree which concentrates the maximum possible weight 
from the total weight of the edges in A.

The maximum-weight spanning tree idea led to the first 
non-trivial results, but does not suffice for our algorithm. 
In fact, the weight measure does not distinguish trees in 
unweighted graphs, where all trees have equal weight.

The key to finding a good tree to use as a building base 
is the notion of stretch: For every edge (u, v) of the graph, 
there is a unique “detour” path between u and v in a tree 
T. The stretch of the edge with respect to T is equal to the 
distortion caused by this detour, and in the unweighted 
case, it is simply the length of the tree path. This notion 
generalizes naturally to the weighted case, which we will 
formalize in Section 4.3. The total stretch of a graph A 
with respect to a tree T is the sum of the stretches of all the 
off-tree edges. A low-stretch tree (LSST) is one for which 
we have a good upper bound on the total stretch. So, at a 
high level, an LSST has the property that it provides good 
(on average) “detours” for edges of the graph. A concrete 
example on a larger unweighted graph is given in Figure 
6, where the tree on the right has lower total stretch, and 
as it turns out is a better base tree to add edges to.

comparing to A. As a result, there is no hope that precondi-
tioned Richardson’s iteration or any other preconditioned 
method can lead to fast solvers.

The remedy to the problem is recursion. In a recursive 
preconditioned method, the system in the preconditioner B 
is not solved exactly but approximately, via a recursive invo-
cation of the same iterative method. We now have to find a 
preconditioner for B, and furthermore a preconditioner for 
it and so on. This produces a multilevel hierarchy of progres-
sively smaller graphs.

Rohklin, Spielman, and Teng19 analyzed a recursive 
iterative method which moves between levels of the hier-
archy as shown in Figure 5; for each visit at level i, the algo-
rithm makes k visits to level i + 1. Every time the algorithm 
returns to the ith level it performs matrix–vector multipli-
cations with the graph Ai, and other simpler operations; so 
the work is proportional to the number of edges of Ai. To 
keep the total work as small as possible, that is O(km), the 
graphs in the hierarchy must get smaller sufficiently fast. 
In particular, it is sufficient that the graph on level i + 1 is 
smaller than the graph on level i by a factor of 1/(2k).

However, the algorithm must converge within the O(km) 
time bound. To achieve this, the iterative method analyzed 
within this recursive framework is a method known as 
Chebyshev iteration. It requires only O(k) iterations, when 
B is a k2-approximation of A, as compared to the O(k2) itera-
tions required by Richardson’s iteration. Using this fact 
Spielman and Teng arrived at design conditions that are 
sufficient for a fast solver.20 It was actually shown that a 
good algorithm for preconditioning extends to a good 
solver. More specifically, assume that for some fixed value 
C and any value of k, we have a fast algorithm that given A, 
produces a k2-approximation with n + C · m/k edges. Then 
we automatically get a solver that runs in time O(k · m).

Carefully checking the above statement, we realize that 
there is a slight discrepancy. If m is close to n and k is large, 
then n + C · m/k will be bigger than m, which contradicts our 

Figure 5. The sequence of calls of a recursive iterative method. 
The matrix is fixed at each level.
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subsequent progress, which used LSSTs as a base for building 
even more intricate preconditioners. In fact, LSSTs are indis-
pensable components of all nearly-linear time SDD system 
solvers. It is worth pointing out that while LSSTs were origi-
nally conceived as potentially good two-level preconditioners, 
their full power in the context of multilevel solvers was not 
realized until our work, which we describe in Section 4.3.

4.2. Sparsification
Spielman and Teng’s19 main contribution was a “tour de 
force” algorithm for finding a preconditioner that’s the 
LSST plus a small number of edges. It took many by surprise 
as it yielded the first nearly-linear time SDD solver.

Describing the algorithm is out of the scope of this arti-
cle, but it is worth noting its two enhancements over previ-
ous approaches. First, instead of just adding off-tree edges 
from A back onto the tree, the algorithm re-weights them. 
The tree edges may themselves be re-weighted in the final 
preconditioner B. Second, the procedure for adding edges in 
B is not deterministic but randomized, as it contains a pro-
cess for sampling edges from A.

However the major conceptual and technical contribution 
of Spielman and Teng that formed the cornerstone of their 
solver was a sparsification algorithm. They showed that every 
graph A has a 2-approximation B which has O(n logc n) edges for 
some large constant c. The graph B is called the sparsifier and, 
of course, it can be used as a preconditioner when A is dense.

After the first sparsification result, progress towards faster 
SDD solvers took a detour through the study of spectral spar-
sification as a stand-alone problem. Works by Batson, Kolla, 
Makarychev, Saberi, Spielman, Srivastava, and Teng led to 
nearly-optimal spectral sparsifiers, albeit at the cost of much 
higher running time. These results were motivated by the 
work of Spielman and Srivastava,18 who gave an extremely 
simple algorithm for finding spectral sparsifiers with only 
O(n log n) edges. Their algorithm, as well as the Spielman–
Teng spectral sparsification algorithm builds upon a frame-
work established by Benczur and Karger for sampling and 
re-weighting a graph.

The framework requires positive numbers te assigned 
to each edge, corresponding to the relative probabilities 
of sampling them. It calculates the sum of these numbers, 

 and proceeds for O(t log n) rounds. In each round one 
new edge is added to the sparsifier B. The edge is picked ran-
domly with replacement among the m edges of A, but not in 
a “fair” way. An edge e is picked with relative probability te, 
which equates to a probability of pe = te/t. Once an edge is 
picked, it is added to B with weight scaled down by a factor 
of O(te log n). Furthermore, if an edge is picked twice or more 
during this process, each new copy is added as a parallel 
edge, making B potentially a multi-graph.

Algorithms for the computation of LSSTs were first stud-
ied in an unrelated context,2 where it was shown that any 
graph contains a spanning tree with total stretch O(m1+ε); the 
tree can be found in O(m log n) time. The total stretch was 
lowered to O(m log2 n) in Elkin et al.,6 and further to Õ(m log 
n) in Abraham and Neiman,1 giving the following theorem.

Theorem. Every graph has a spanning tree of total stretch 
Õ(m log n). The tree can be found in Õ(m log n) time.

Boman and Hendrickson first introduced LSSTs as 
stand alone preconditioners in 2001. This was a catalyst to 

Figure 6. Two possible spanning trees of the unweighted square grid, 
shown with red edges.

  Trees for the grid: a quantitative example
The two spanning trees of the 8 × 8 grid shown in 
Figure 6 can guide our understanding of the general 

 grid.

In the tree on the left, for each vertical edge beyond 
column , at least  horizontal edges are needed 
to travel between its endpoints; that means that its 
stretch is at least . So the n/2 edges in the right half 
of the square grid contribute a total stretch of n1.5.

In the tree on the right, all edges along the middle 
row and column still have stretch . However, 
the middle row and column only have  edges 
and so they contribute only O(n) to the total stretch. 
Recall that all we need is a low total stretch, so a small 
number of high-stretch edges is permitted. Having 
accounted for the edges in the middle row and col-
umn, the argument can then be repeated on the four 
smaller subgraphs of size n/4 formed by removing the 
middle row and column. These pieces have trees that 
are constructed similarly, leading to the recurrence

TotalStretch(n) = 4 × TotalStretch(n/4) + O(n).

Its solution is TotalStretch(n) = O(n log n).
A generalization of this type of “accounting”, that 
keeps the number of high stretch edges small, forms 
the basis of the current state-of-the-art algorithms.1

Understanding re-weighting
While it may appear complicated, the re-weighting 
choice is quite natural. The reasoning is that the 
“expected value” of B should be A itself on an edge-
to-edge basis. In other words, the average of many B’s 
output by the algorithm should be A itself.
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to weR′e.d Therefore, t is the total stretch of the off-tree 
edges with respect to the tree. Then, using the low-stretch 
spanning tree of the Theorem in Section 4.1, we can upper 
bound t by O(m log n). Recall that the number of samples 
will be t log n and so it appears that we do not gain much 
from the sampling process unless the graph A has a very 
special tree.

Our key idea is to make a special graph Ã out of A. We do 
so by scaling up, by a factor of k, the weights of edges of a 
low-stretch spanning tree in A. For an edge that’s not part 
of the tree, its weight does not change, while the tree path 
connecting its endpoints is now heavier by a factor of k. So 
the stretch decreases by a factor of k and the total stretch of 
these edges becomes t = O((m log n)/k). Now, consider what 
happens if we sample the off-tree edges in Ã. The output 
B will be a 2-approximation of Ã. On the other hand, the 
graph Ã is a k-approximation to A, and by transitivity B is 
2k-approximation to A. Also, the number of non-tree edges 
sampled will be O(t log n) = O((m log2 n) /k). Adding in the  
n − 1 tree edges gives a total of n + O((m log2 n) /k) edges in B. 
Recall that the two-level design conditions stated in Section 
3.6 require a k2-approximation with n + C · m/k edges in order 
to obtain a running time of O(k · m). So by setting k to O(log 4 n), 
we meet the conditions with k = O(log2 n) and arrive at our 
first result:

Theorem9. SDD systems can be solved in Õ(m log2 n 
log(1/ε) ) time, where ε is a standard measure of the approx-
imation error.

As it turned out, the low-stretch spanning tree is not only a 
good base tree, but also tells us which off-tree edges should 
go to the preconditioner. Our faster, O(m log n) time algo-
rithm will come via an even better understanding of the 
properties of the tree.

4.4. The final push: Low-stretch spine
Assume that we are given a graph A, found its LSST TA, and 
based on it, computed the preconditioner B. Then the O(m 
log2 n) time solver algorithm dictates that we recursively do 
the same with B. But do we really have to scrap TA and find 
another LSST TB? After all, it may be the case that TA is a LSST 
of B, or close to being one.

Spielman and Srivastava found the probabilities that give 
sparsifiers with the fewest number of edges with the help of 
some experimentation. Amazingly, the answer turned out to 
be related to the effective resistance of the edge, specifically 
te = weRe. With hindsight, it is interesting to reflect about the 
natural meaning of effective resistance. If there is a wire of 
resistance re = 1/we, between i and j, the effective resistance 
Re will in general be smaller than re because most probably 
there will be other network connections to accommodate 
the flow; this is known as Rayleigh’s monotonicity theorem. 
The extreme case weRe = 1 occurs only when there is no other 
route between i and j except the wire joining them. In this 
situation, the edge (i, j) is crucial for the network. On the 
other hand if weRe is very small, there must be significant 
alternative network connections between (i, j). Therefore, 
the product weRe as a measure of the importance of a wire. 
Using tools from modern matrix theory,15 Spielman and 
Srivastava proved that this algorithm does return a good 
spectral sparsifier with high probability. Combining with 
the fact that  yields the overall number of 
edges: O(n log n).

Despite being a major improvement in the theory of graph 
sparsification, the algorithm of Spielman and Srivastava did 
not accelerate the SDD solver as current methods for quickly 
computing effective resistances require the solution of lin-
ear systems. The guarantee of O(n log n) edges is also hard 
to connect with the n + C · m/k edges needed by the design 
condition. However, it is fair to say that their result cleared 
the way to our contribution to the problem.

4.3. Which off-tree edges?
If we cannot effectively compute effective resistances, can 
we at least approximate them quickly, even poorly? A closer 
look at the matrix concentration bounds allows us to relax 
this goal a bit further: the sampling algorithm described in 
Section 4.2 can be shown to work with any choice of te, as 
long as te ≥ weRe. The observant reader may notice that the 
expected number of times e is picked is O(te log n), so increas-
ing te only results in more copies of e being picked without 
affecting the expectations of all other edges.

The intuition that the low-stretch spanning tree must 
be part of the preconditioner leads us to taking tree-based 
estimates  for the effective resistances Re. In particular, 
for an off-tree edge e we let  be the sum of the resistances 
along the unique path between the endpoints of e in the 
tree, as shown in Figure 7. By Rayleigh’s monotonicity 
theorem, we know that this estimate will be higher than 
the actual Re. This leads to the tree-based sampling prob-
ability for an off-tree edge e being proportional to . 
Furthermore, if we keep the entire tree in B, we can modify 
the sampling algorithm presented in Section 4.2 to only 
sample off tree edges. Then the total number of off-tree 
(multi) edges sampled in B is O(t log n) where t is the sum 
of all tes, which in turn. This brings us to the question: how 
big is t?

This question leads us back to the discussion of 
low-stretch spanning tree and the definition of stretch 
for the general weighted case: if we view the length of an 
edge e as the inverse of its weight, then its stretch equals 

Figure 7. The effective resistance R¢e of the blue off-tree edge in the 
red tree is 1/4 + 1/5 + 1/2 = 0.95. Its stretch weR¢e is (1/4 + 1/5 + 1/2)/
(1/2) = 1.9.

4

5
2

2

d  An alternate view is that the stretch of e is the weighted length of the tree 
path between e’s end points divided by e’s own length.
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Figure 8 is that it progressively makes the tree heavier, while 
removing off-tree ones.

Since our initial graph A cannot be expected to be spine-
heavy, we make a spine-heavy graph Ã out of A, by scaling-up 
its LSST by an O(log2 n) factor. Now Ã is an O(log2 n)-approxi-
mation to A and we can solve it in O(m) time. Using it as pre-
conditioner for A completes the O(m log n) time solver. So, 
we have arrived at our destination.

Theorem10. SDD systems can be solved in õ(m log n log(1/ε) ) 
time, where ε is a standard measure of the approximation 
error.

5. EXTENSIONS
5.1. Parallelization
Several algorithms in numerical linear algebra have paral-
lel versions that are work-efficient. A parallel algorithm is 
called work-efficient if it performs roughly the same work 
as its best sequential algorithm for the same problem, while 
allowing the use of parallel processing.

The first steps towards studying the parallelism potential 
of SDD solvers were taken in Blelloch et al.,3 which presented 
a nearly (up to log factors) work-efficient algorithm, running 
in O(m1/3) parallel time. Informally, this means that up to m2/3 
parallel processes can be used to accelerate the algorithm, 
a non-trivial potential for parallelism.

5.2. Implementation
The most complicated component of our solver is the algorithm 
for computing a LSST. It is however expected that a conceptu-
ally simpler algorithm for this problem is to be discovered, 
leading to a fast and “clean” implementation, and quite likely 
the removal of the log log n factors from the running time.

In a practical implementation, it would be a good idea to 
substitute the recursive preconditioned Chebyshev iteration 
by a recursive preconditioned Conjugate Gradient (PCG) iter-
ation. It is known that, in two-level methods, PCG is essen-
tially able to automatically optimize the performance of the 
preconditioner. It is expected that the same should be true 
for some multilevel variant of PCG, but this is yet to be proven.

We expect that, eventually, the best implementations of 
SDD solvers will combine ideas from this work and other 
existing graph-based techniques,8 or entirely new ideas. 
Such ideas will certainly be needed to achieve—if possible—
a “fully parallel”, O(log n) time, work-efficient SDD solver.

6. THE LAPLACIAN PARADIGM
Solvers for SDD systems are increasingly viewed as an algo-
rithmic primitive; a fundamental subroutine that can be 
used to design many other efficient algorithms. Indeed, 
since the Spielman–Teng breakthrough, the availability 
of fast SDD solvers has sparked what has been dubbed the 
Laplacian paradigm: an entire class of new algorithms span-
ning various areas. Because it is impossible to do justice 
to each one of these topics, we will present some unifying 
themes and only point to some representative examples of 
applications.

Perhaps the most direct example of using the solver as a 
primitive is the computation of eigenvectors. It was shown 

What the O(m log2 n) algorithm9 missed is the observation 
that we can keep sampling based on the same tree, gradually 
generating all levels of the multilevel hierarchy, until what is 
left is the tree itself. This justifies thinking of a low-stretch 
spanning tree as a graph spine, and is depicted in Figure 8.

When the sparsifier B is viewed as a graph, it is possible 
for some of its edges to have high stretch. However, a more 
careful reexamination of the sampling algorithm shows that 
these edges are the result of an edge being sampled many 
times. From this perspective, these heavy edges are in fact 
many multi-edges, each with low stretch. Therefore, if we 
process these multi-edges separately, the tree TA will be a 
low-stretch spanning tree in B, and the higher edge count 
is still bounded by the number of rounds made by the sam-
pling algorithm. This allows us to use TA as a low-stretch 
spanning tree and sample the off-tree edges in B accord-
ing to it. Note that with this modification, it’s possible for 
us to observe a temporary “slow down” in the reduction of 
the overall edge count; the preconditioner of B may have the 
same number of off-tree edges as B itself. However the total 
number of multi-edges will decrease at a rate that meets the 
design conditions. This reuse of the tree for generating spar-
sifiers is a crucial deviation from prior works.

But this doesn’t fully explain the faster solver algorithm. 
To achieve it we need an extra trick. Assume for a moment 
that our graph A is what we call spine-heavy; that is, it has 
a tree of total stretch equal to O(m/log n). Then by an argu-
ment analogous to the one using a standard low stretch 
spanning tree, we can show that B actually satisfies the two-
level preconditioning requirement for an even lower value of k, 
namely a fixed constant. This, in combination with spine-
based sampling allows us to solve spine-heavy graphs in lin-
ear time. A more global view of this algorithm, as shown in 

Figure 8. Low-stretch spanning tree as a spine. The “cloud” of off-tree 
edges becomes progressively sparser.
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in Spielman and Teng20 that O(log n) iterations of solves pro-
duce a good approximation to a basic eigenvector of a graph. 
More closely related to preconditioned iterative methods is 
a solver for elliptic finite element linear systems.4 This work 
showed that such systems can be preconditioned with graph 
Laplacians and so they can be solved in nearly linear time.

A more general framework stems from one of the most 
powerful discoveries in combinatorial optimization: inte-
rior point algorithms. It was shown by Daitch and Spielman17 
that interior point algorithms allow us to reduce a broad 
class of graph problems to solving a small number of SDD 
linear systems. This led to the best known running times for 
problems such as minimum cost flow and loss generalized 
flow. These problems are extensions of the maximum flow 
problem, which in its simplest version asks for the maxi-
mum number of edge disjoint routes (or “flow”) between two 
nodes s and t. Further work in this direction led to the first 
improvement in 20 years on the approximate maximum flow 
problem.5 The max-flow result is in turn directly applicable 
to graph partitioning, that is the separation of a graph to two 
well connected pieces; the fastest known algorithm for this 
problem repeatedly applies the fast max-flow algorithm.16

It is also worth noting that the solver presented in 
Blelloch et  al.3 readily gives—for all the above problems—
parallel algorithms that are essentially able to split evenly 
the computational work and yield speedups even when only 
a small number of processors is available. This is a rare fea-
ture among previous algorithms for these problems.

Solver-based algorithms have already entered practice, par-
ticularly in the area of computer vision, where graphs are used 
to encode the neighboring relation between pixels. Several tasks 
in image processing, such as image denoising, gradient inpaint-
ing, or colorization of grayscale images, are posed as optimiza-
tion problems for which the best known algorithms solve SDD 
systems.11, 12 Linear systems in vision are often “planar”, a class 
of SDD systems for which an O(m) time algorithm is known.7

Given the prevalence of massive graphs in modern prob-
lems, it is expected that the list of applications, both theoreti-
cal and practical, will continue expanding in the future. We 
believe that our solver will accelerate research in this area and 
will move many of these algorithms into the practical realm.
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careers

Systems for tenure-track appointment, starting 
September 2013. We invite applications from 
individuals who are involved in cutting edge re-
search involving information technologies and 
who are interested in how information technol-
ogy will transform businesses, markets, and eco-
nomic processes. Applicants may hold a doctoral 
degree in information systems, any other busi-
ness discipline, computer science, economics, or 
statistics. We are primarily seeking candidates at 
the Assistant Professor level. Applicants should 
have completed or be nearing completion of a 
Ph.D., and should demonstrate potential for ex-
cellence in research and teaching. Teaching as-
signments encompass BS, Masters, and Ph.D. 
programs. Being an innovative technology expert 
in a leading business school brings unique oppor-
tunities for high-impact and highly visible work; 
collaboration across disciplines is an important 
part of the culture of the Tepper School and the 
wider Carnegie Mellon community. This open 
environment provides opportunities to work with 
our top-ranked economics and marketing groups 
and the school of computer science.

Application Instructions
Applicants should submit a current curriculum 
vitae, a statement of research interests, a short 
statement of teaching philosophy, copies of up 
to four representative publications or preprints, 
and at least three references through https://aca-
demicjobsonline.org/ajo/jobs/1744.

If you have any questions about the applica-
tion, please contact Mr. Phil Conley (isgroup@
andrew.cmu.edu, 412-268-6212). Screening be-
gins immediately and candidates are encouraged 
to submit their completed applications as soon 
as possible. In order to ensure full consideration, 
completed applications must be received by No-
vember 30, 2012.

Carnegie Mellon is an equal opportunity, affir-
mative action employer with particular interest in 
identifying women and minority applicants for fac-
ulty positions.

Drexel University
Department of Computer Science
College of Engineering
Faculty Positions

Drexel University’s Department of Computer Sci-
ence (www.cs.drexel.edu) in the College of Engi-
neering invites applications for up to 3 tenure-
track faculty positions at the Assistant Professor 
level. Preferred areas of expertise are Systems, 
Data Mining, and Networks. Candidates in areas 
that align with the strengths of the department 
will also be considered, namely Software Engi-
neering, HCI, Applied Algorithms, Computer Vi-
sion, Security, AI, Scientific Computation, High 
Performance Computing, and Computer Gam-
ing. The department offers BS, BA, MS, and PhD 
degrees in computer science, as well as BS and MS 
degrees in software engineering. The department 
has a tradition of rigorous academic programs 

Brown University/Institute for 
Computational and Experimental 
Research in Mathematics (ICERM)
Postdoctoral Fellowships

Postdoctoral Fellowship and Institute Postdoc-
toral Fellowship Opportunities at Brown Univer-
sity/Institute for Computational and Experimen-
tal Research in Mathematics (ICERM): ICERM 
invites applications for two types of positions.

Postdoctoral Fellowship: four one-semester 
non-renewable Postdoctoral Fellowships with 
stipend, to commence in January 2014. These po-
sitions are intended for mathematical scientists 
at an early career stage who would like to partici-
pate in the spring 2014 semester long program at 
ICERM: Network Science and Graph Algorithms. 
All application materials must be submitted on 
line at https://www.mathjobs.org/jobs/jobs/3877.

Institute Postdoctoral Fellowship: a one-year 
non-renewable salaried Postdoctoral Institute 
Fellowship that commences in September 2013. 
This position is intended for mathematical sci-
entists at an early career stage who will be in resi-
dence at ICERM starting in September 2013 with 
an ICERM faculty mentor, and who would like to 
participate in ICERM’s spring 2014 semester pro-
gram: Network Science and Graph Algorithms. All 
application materials must be submitted on line 
at https://www.mathjobs.org/jobs/jobs/3872.

Documentation of completion of all require-
ments for a doctoral degree in mathematics or 
a related area by the start of the appointment is 
required. Preference will be given to applicants 
with a PhD awarded in 2010 or later.

Brown University is an Equal Opportunity/
Affirmative Action employer and encourages 
applications from women and minorities.

Cal Poly
Computer Science
Tenure Track Faculty Position

Computer Science - Tenure track faculty position in 
Computer Science Department at Cal Poly, San Luis 
Obispo, California beginning September 2012. Par-
ticular areas of interest include: network security, 
mobile security, information assurance, usability and 
security, digital forensics, biometrics. Cal Poly is cur-
rently developing a state of the art cyber security labo-
ratory for teaching and research in cyber security.

For details, qualifications, and application in-
structions (online application required), visit www.
calpolyjobs.org and apply to requisition 102596.

Carnegie Mellon University
Tepper School of Business
Information Systems Tenure-Track Faculty 
Position

The Tepper School of Business at Carnegie Mel-
lon University seeks a professor in Information 

that feature a co-op experience, and a strong em-
phasis on research, as evidenced by the number 
of NSF CAREER Award recipients on the faculty.

Drexel is a private university founded in 1891 
and is the third largest university in the Philadel-
phia area with over 12,000 undergraduate, 7000 
graduate students, and over 1,000 faculty mem-
bers. The University consists of 11 colleges and 
schools offering 175 degree programs. Drexel 
is a national pioneer of cooperative education, 
with formal relationships in place with over 2,700 
local, national and multi-national companies. 
Drexel is located on Philadelphia’s “Avenue of 
Technology” in the University City District and at 
the hub of the academic, cultural, and historical 
resources of one of the nation’s largest metropoli-
tan regions.

Review of applications begins immediately. 
To assure consideration, materials from appli-
cants should be received by January 31, 2013. 
Successful applicants must demonstrate poten-
tial for research and teaching excellence in the 
environment of a major research university. To be 
considered, please send an email to:

cs-search-13@cs.drexel.edu

with a cover letter, CV, brief statements de-
scribing your research program and teaching 
philosophy, and at least four letters of reference. 
Electronic submissions in PDF format are pre-
ferred.

Drexel University is an Equal Opportunity/
Affirmative Action Employer. The College of 
Engineering is especially interested in quali-
fied candidates who can contribute to the diver-
sity and excellence of the academic community. 
Background investigations are required for all 
new hires as a condition of employment, after the 
job offer is made. Employment will be contingent 
upon the University’s acceptance of the results of 
the background investigation.

HGST
Research Scientist
Storage Architecture
Research Scientist in HGST (a Western Digital 
Company) Research Storage Architecture

HGST San Jose Research Center is a premier re-
search center with more than 120 researchers 
working in many exciting fields including stor-
age architecture, consumer electronics, storage 
technology, nanotechnology, electronics, nano-
magnetism and micromechanics. Join the team 
of outstanding HGST Research scientists and 
engineers located in the evergreen hills of Yerba 
Buena in San Jose, and generate new ideas, pub-
lications and patents in the area of storage archi-
tecture.

The job opening is in the area of research of 
storage architecture and systems, more specifi-
cally operating systems, novel file systems, reli-
ability of storage devices and systems and novel 
storage and computing architectures. Ideal can-
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IST AUSTRIA LOOKS FOR

PROFESSORS AND 
ASSISTANT PROFESSORS
IST Austria (Institute of Science and Technology 
Austria) invites applications for Professors and 
Assistant Professors in computer science and 
related areas.

The Institute, which is located on the outskirts of Vienn a, is 
dedicated to basic research and graduate education in the 
natural and mathematical sciences. IST Austria is commit-
ted to become a world-class research center with 1000 
scientists and doctoral students by 2026. The working 
language at IST Austria is English. 
The Institute recruits tenured and tenure-track leaders of 
independent research groups. The successful candidates 
will receive a substantial annual research budget but are 
expected to also apply for external 
research grants.

To apply online, please consult: 
www.ist.ac.at/professor-applications

Deadline for receiving Assistant Professor 
applications: December 1, 2012
Open call for Professor applications

IST Austria values diversity and is committed to equality. 
Female researchers are encouraged to apply.

10th Street, Bloomington, IN 47408. Questions 
may be sent to faculty-search12@informatics.
indiana.edu. To receive full consideration com-
pleted applications must be received by Decem-
ber 1, 2012.

Indiana University is an Equal Opportunity/
Affirmative Action employer. Applications from 
women and minorities are strongly encouraged. 
IU Bloomington is vitally interested in the needs 
of Dual Career couples.

Lehigh University
Department of Computer Science and 
Engineering
Assistant or Associate Professor

Applications are invited for a tenure-track posi-
tion at the Assistant or Associate Professor level 
in the Computer Science and Engineering De-
partment (http://www.cse.lehigh.edu) of Lehigh 
University to start in August 2013. Outstanding 
candidates in all areas of computer science will 
be considered, with priority given to candidates 
with a research focus in either Data Mining or Cy-
bersecurity, both defined broadly.

The successful applicant will hold a Ph.D. 
in Computer Science, Computer Engineering, 
or a closely related field. The candidate must 
demonstrate a strong commitment to quality 
undergraduate and graduate education, and the 
potential to develop and conduct a high-impact 
research program with external support. Appli-
cants should have an interest in teaching core 
courses in computer science as well as courses 

didate would work both independently and as a 
part of a HGST Storage Architecture group in con-
ceiving, prototyping and guiding development of 
new storage related projects and ideas, as well as 
writing invention disclosures, academic papers 
and publications and participating in scientific 
societies and industry associations. Postdoctoral 
candidates are welcome to apply and propose 
more specific research programs.

Job Requirements
PhD in Computer science, Computer engineer-
ing, Electrical engineering or related, with a prov-
en publication track record and implementation 
experience in system architecture, operating sys-
tems, file systems, and embedded systems.

Send applications (a full Curriculum Vitae 
and short description of research interests) to 
Zvonimir.Bandic@hgst.com

Indiana University, Bloomington
Six Positions, Positions are open at all levels

The School of Informatics and Computing at In-
diana University, Bloomington, invites applica-
tions for six positions beginning in Fall 2013, in 
the areas of computer science (all subareas; two 
positions), computer science education research 
(joint position with School of Education), com-
puter security, health informatics, and human-
computer interaction. The School expects contin-
ued hiring in the coming years.

Positions are open at all levels. Applicants 
should have a Ph.D.in the relevant area and a well-

established record (senior level) or demonstrable 
potential for excellence in research and teaching 
(junior level).

The IU Bloomington School of Informatics 
and Computing is the first of its kind and among 
the largest in the country, with unsurpassed 
breadth. It includes more than 70 faculty mem-
bers, 500 graduate students, and strong under-
graduate programs. Degrees offered include M.S. 
degrees in Computer Science, Bioinformatics, 
Human Computer Interaction Design, and Secu-
rity Informatics, and Ph.D. degrees in Computer 
Science and in Informatics. The School has re-
ceived public recognition as a “top-ten program 
to watch” (Computerworld) thanks to its excel-
lence and leadership in academic programs, 
interdisciplinary research, placement, and out-
reach. The school offers excellent work condi-
tions, including attractive salaries and research 
support, and low teaching loads in a setting of 
strong student growth. 

Located in the wooded rolling hills of south-
ern Indiana, Bloomington is a culturally thriv-
ing college town with a moderate cost of living 
and the amenities for an active lifestyle. IU is 
renowned for its top-ranked music school, high 
performance computing and networking facili-
ties, and performing and fine arts.

Applicants should submit a curriculum vi-
tae, a statement of research and teaching, and 
the names of 3 references (junior level) or 6 
references (senior level) using the submissions 
link at https://indiana.peopleadmin.com (pre-
ferred) or by mail to Faculty Search Committee, 
School of Informatics and Computing, 919 E 

mailto:Zvonimir.Bandic@hgst.com
mailto:faculty-search12@informatics.indiana.edu
http://www.cse.lehigh.edu
http://www.ist.ac.at/professor-applications
mailto:faculty-search12@informatics.indiana.edu
https://indiana.peopleadmin.com
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careers

in their research area. The ability to contribute 
to interdisciplinary research programs is also an 
important criterion.

The faculty of the Computer Science and En-
gineering department maintains an outstanding 
international reputation in a variety of research 
areas, and includes ACM and IEEE fellows as 
well as five NSF CAREER award winners. The de-
partment has 16 full-time faculty members and 
more than 250 undergraduate and 70 graduate 
students. We offer B.A., B.S., M.S., and Ph.D. de-
grees in Computer Science and jointly oversee 
programs in Computer Engineering and in Com-
puter Science and Business.

The department maintains state-of-the-art 
computing facilities, and also has access to pow-
erful university-supported facilities dedicated to 
high performance computing. The university is 
well connected to the Internet, Internet2, and is 
a charter member of the 1600-mile PennREN re-
search network.

Lehigh University is a private, highly selective 
institution that is consistently ranked among 
the top 40 national research universities by U.S. 
News & World Report. Located in Bethlehem, 
Pennsylvania, Lehigh is 80 miles west of New 
York City and 50 miles north of Philadelphia, 
providing an accessible and convenient location 
that offers an appealing mix of urban and rural 
lifestyles. Lehigh Valley International Airport, 
just six miles from campus, provides easy access 
to the world. Lehigh Valley cities and towns are 
regularly listed as among the best places to live 
in the country.

Applications can be submitted online at  

http://www.academicjobsonline.org/ajo/jobs/1712.  
Review of applications will begin December 1, 
2012 and will continue until the position is filled. 
Lehigh University is an Equal Opportunity/Affir-
mative Action Employer and is the recipient of 
an NSF ADVANCE Institutional Transformation 
award for promoting the careers of women in 
academic science and engineering. Lehigh pro-
vides comprehensive benefits including domes-
tic partner benefits (see also http://www.lehigh.
edu/worklifebalance/). Questions concerning 
this search may be sent to faculty-search@cse.
lehigh.edu.

Louisiana State University
Professional in Residence & Founding Director
Program in Digital Media Arts & Engineering

Louisiana State University (LSU) seeks to hire an 
individual with seasoned industry experience and 
proven creative management skills of the highest 
caliber to build and direct an academic program 
in Digital Media Arts & Engineering. Through the 
development and implementation of a master’s 
level curriculum focused on game design, visual 
effects, and related digital media applications, 
the envisioned program will provide a world-class 
environment for educating students in the col-
laborative, communications, business, technical, 
and creative skills needed to become successful 
contributors in the rapidly evolving arena defined 
by digital game and digital media industries.

In support of this effort, the successful candi-
date will have the opportunity to draw upon the 

creative, intellectual, and capital resources of 
LSU’s Center for Computation & Technology and 
associated AVATAR and digital media programs; 
LSU’s College of Engineering and its School of 
Electrical Engineering & Computer Science; 
LSU’s Schools of Art, Music, and Mass Commu-
nications; the Baton Rouge Area Digital Industry 
Consortium; and Louisiana’s Department of Eco-
nomic Development. To ensure long-term pro-
gram relevance, the successful candidate should 
also nurture a network of industry partnerships, 
including the involvement of industry in cur-
riculum development. Leveraging these ties, the 
resulting program should provide an academic 
environment in which students with creative or 
technical (or both) backgrounds can excel. A key 
measure of success will be placement of students 
into desirable positions within Louisiana’s grow-
ing digital game and digital media industries.

Required qualifications:
˲˲ At least eight years of related experience in in-

dustries such as game design, digital media, ani-
mation, etc.

˲˲ Management experience
˲˲ Bachelor’s degree

Preferred qualifications:
˲˲ Ten or more years of related industry experi-

ence
˲˲ Prior experience working in a university setting
˲˲ Master’s degree in related field

Letters of nomination may be e-mailed to 
jobs@cct.lsu.edu.

Individuals who wish to apply for this op-
portunity are asked to submit their applications 
online which must include a letter of interest, 
resume, professional references and a vision 
statement for the new program in Digital Me-
dia Arts & Engineering. Review of applications 
will begin November 1, 2012 and continue until 
the position is filled. An offer of employment is 
contingent on a satisfactory pre-employment 
background check. Salary will be competitive 
and commensurate with qualifications. Applica-
tions will be accepted on the LSU Careers web-
site: https://lsusystemcareers.lsu.edu Position 
number 035785.

LSU IS AN EQUAL OPPORTUNITY/EQUAL 
ACCESS EMPLOYER

Stanford University
Graduate School of Business
Faculty Positions in Operations, Information 
and Technology

The Operations, Information and Technology 
(OIT) area at the Graduate School of Business, 
Stanford University, is seeking qualified ap-
plicants for full-time, tenure-track positions, 
starting in the 2013-2014 academic year. All 
ranks and relevant disciplines will be consid-
ered. Applicants are considered in all areas of 
Operations, Information and Technology (OIT) 
that are broadly defined to include the analytical 
and empirical study of technological systems, 
in which technology, people, and markets in-
teract. It thus includes operations, information 
systems/technology, and management of tech-
nology. Applicants are expected to have rigorous 
training in management science, engineering, 

Advertising in Career Opportunities 
How to Submit a Classified Line Ad: Send an e-mail to  
acmmediasales@acm.org. Please include text, and indicate the issue/or 
issues where the ad will appear, and a contact name and number.

Estimates: An insertion order will then be e-mailed back to you. The ad 
will by typeset according to CACM guidelines. NO PROOFS can be sent.  
Classified line ads are NOT commissionable.

Rates: $325.00 for six lines of text, 40 characters per line. $32.50 for each 
additional line after the first six. The MINIMUM is six lines.

Deadlines: 20th of the month/2 months prior to issue date.  For latest 
deadline info, please contact:

acmmediasales@acm.org

Career Opportunities Online: Classified and recruitment display ads 
receive a free duplicate listing on our website at:

http://jobs.acm.org 

Ads are listed for a period of 30 days.
For More Information Contact: 

ACM Media Sales
at 212-626-0686 or 

acmmediasales@acm.org
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computer science, economics, and/or statistical 
modeling methodologies. The appointed will be 
expected to do innovative research in the OIT 
field, to participate in the school’s PhD program, 
and to teach both required and elective courses 
in the MBA program. Junior applicants should 
have or expect to complete a PhD by September 
1, 2013.

Applicants are strongly encouraged to submit 
their applications electronically by visiting the 
web site http://www.gsb.stanford.edu/recruiting 
and uploading their curriculum vitae, research 
papers and publications, and teaching evalua-
tions, if applicable, on that site. Alternatively, 
all materials may be sent by e-mail to faculty_re-
cruiter@gsb.stanford.edu, or by postal mail (non-
returnable) to Office of Faculty Recruiting, Gradu-
ate School of Business, Stanford University, 655 
Knight Way Way, Stanford, CA 94305-7278. How-
ever, submissions via e-mail and postal mail can 
take 4-6 weeks for processing. For an application 
to be considered complete, each applicant must 
have three letters of recommendation emailed 
to the preceding email address, or sent via postal 
mail. The application deadline is November 15, 
2012.

Stanford University is an equal opportunity em-
ployer and is committed to increasing the diversity 
of its faculty. It welcomes nominations of and ap-
plications from women and members of minority 
groups, as well as others who would bring additional 
dimensions of diversity to the University’s research, 
teaching and clinical missions.

Texas State University-San Marcos
Department of Computer Science
Assistant Professor or Associate Professor

Applications are invited for two tenure-track 
faculty positions, one in software engineering 
and the second in any computer science field 
to start September 1, 2013. The rank for either 
can be Assistant Professor or Associate Pro-
fessor, depending on qualifications. Consult 
the department recruiting page at http://www.
cs.txstate.edu/recruitment/faculty_recruit.php 
for job duties, qualifications, application proce-
dures, and information about the university and 
the department.

Texas State University-San Marcos (Texas 
State) will not discriminate against any person 
in employment or exclude any person from par-
ticipating in or receiving the benefits of any of its 
activities or programs on any basis prohibited by 
law, including race, color, age, national origin, 
religion, sex, disability, veterans’ status, or on the 
basis of sexual orientation. Texas State is com-
mitted to increasing the diversity of its faculty 
and senior administrative positions. Texas State 
is a member of The Texas State University System. 
Texas State is an EOE.

Toyota Technological Institute Chicago
Faculty Positions at All Levels

Toyota Technological Institute at Chicago (TTIC) 
is a philanthropically endowed degree-granting 
institute for computer science located on the 
University of Chicago campus. Applications are 
being accepted in all areas, but we are particu-
larly interested in machine learning, speech pro-

cessing, computational linguistics, Computer 
vision, computational biology and optimization. 
Positions are available at all ranks, and we have a 
large number of three year limited term positions 
currently available. For all positions we require a 
Ph.D. Degree or Ph.D. candidacy, with the degree 
conferred prior to date of hire.

Apply URL: http://ttic.uchicago.edu/facapp/
Toyota Technological Institute at Chicago is 

an Equal Opportunity Employer.

University of Wisconsin Oshkosh
Tenure-track Computer Science position  
(rank open)

Tenure-track Computer Science position (rank 
open) beginning September 1, 2013. Ph.D. in 
Computer Science or closely related field re-
quired. Duties: teaching 9 credits/semester in 
ABET-accredited program, research, advising 
majors. Send letter of application, CV, teaching & 
research statements, transcripts (official or pho-
tocopy), & 3 current letters of recommendation 
directly to: Tom Naps Chair, Computer Science 
Dept., University of Wisconsin Oshkosh, 800 Al-
goma Blvd., Oshkosh, WI 54901-8643. Applica-
tion deadline: November 9, 2012. Employment 
requires criminal background check AA/EOE

Yale University
Department of Computer Science
Faculty Position Openings

The Department of Computer Science at Yale is 
seeking to fill a faculty position at the level of As-
sistant Professor (tenure track). We are interest-
ed in applicants from any of the following areas: 
Artificial Intelligence, Economics and Compu-
tation, Human Computer Interaction, Machine 
Learning, Networking, Operating Systems, Pro-
gramming Languages, Robotics, and Theory of 
Computing. Applicants whose research spans 
two or more of these areas are particularly en-
couraged to apply. We seek excellent research-
ers who are also committed to excellence in 
teaching.

Members of the Yale Computer Science fac-
ulty have many opportunities to collaborate. In-
terdisciplinary work is encouraged with Yale’s 
world-class faculty in such computationally ac-
tive fields as biology, chemistry, economics, en-
gineering, geophysics, management, mathemat-
ics, medicine, psychology, physics, and statistics. 
Yale faculty members teach excellent students, 
both graduate and undergraduate, in relatively 
small classes.

Candidates should hold a Ph.D. in computer 
science or a related discipline. Review of applica-
tions will begin on December 15, 2012, and candi-
dates are encouraged to apply early. Applications 
from qualified women and minority candidates 
are especially welcome. Yale is an affirmative 
action/equal opportunity employer. The depart-
ment’s home page can be found at http://www.
cs.yale.edu. Applicants should submit a curricu-
lum vita, brief statements of research and teach-
ing, and the contact information for three refer-
ences. Applications should be submitted online 
at https://academicpositions.yale.edu/. Ques-
tions should be directed to faculty-recruiting@
cs.yale.edu.
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their being able to detect us. They com-
municate very slowly; remember, they 
have already decided to live to the end 
of the universe, and a century here or a 
millennium there is not terribly impor-
tant to them. 

So they are only just beginning to 
notice us. 

For decades, we have been wonder-
ing, where are they? 

The answer is, all around us. 
We call them “rocks.” 	

Geoffrey A. Landis (geoffrey.landis@nasa.gov) is a 
scientist at the NASA John Glenn Research Center, 
Cleveland, OH, working on Mars missions and advanced 
concepts and technology for future space missions, and 
author of science fiction novels and short stories, most 
notably Mars Crossing (Tor Books, 2000) about an ill-fated 
expedition to the red planet. 
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teraction between electron spins, each 
interaction either flipping or not flip-
ping a spin, provides the qbit computa-
tions that correspond to “thinking” for 
a gwyrxia. 

So, rather slowly, the gwyrxia de-
cided to colonize the galaxy. They live a 
long time. They are slow—but they be-
gan a few billion years ago. 

They are massively parallel, and mas-
sively redundant. Each gwyrxia mind is 
duplicated several trillion times in any 
particular silicate instantiation. 

They have barely noticed us, so far. 
As I said, audible frequency pressure 
waves do not matter much to them, 
and only since humans have been us-
ing radio waves—barely 100 years—
has there been even a possibility of 

The Ferm i Pa r ad ox  is a question that 
has bedeviled scientists for a long 
time. The galaxy, it is believed, should 
be home to myriad alien species, some 
millions or even billions of years older 
than humanity. So, Fermi asks, why 
aren’t they here? 

Take, for example, the gwyrxia. 
Their name is not gwyrxia, of 

course. They do not communicate 
with sound waves, and, in fact, any 
sound waves humans can hear are of 
such low frequency the gwyrxia would 
not have considered even the possi-
bility they might be a means of com-
munication. They communicate with 
a spread-spectrum electromagnetic 
radiation, so efficiently encoded that, 
if we humans even detected it, we 
would think of it as indistinguishable 
from thermal noise. Gwyrxia is what 
it would sound like—sort of—if you 
could decipher their name for them-
selves out of that pink noise. 

In order to live forever, the gwyrxia 
knew they would have to abandon or-
ganic bodies. They needed a more du-
rable form. This they did many billions 
of years ago. The most efficient encod-
ing of a mind is to imprint the patterns 
of their consciousness into electron 
spin states, using a quantum computa-
tion as a form of thinking. They imple-
mented this quantum computation 
in the spin states of the valence-band 
electrons of silicon-oxygen bonds in 
silicate rock. Silicate rock seemed a 
reasonable matrix, since there is plenty 
of it in the universe. 

About 1015 electron spins are re-
quired to hold a gwyrxia mind. The in-

Future Tense  
Fermi’s Paradox and 
the End of the Universe 
How to colonize the galaxy, one electron spin state at a time. 

DOI:10.1145/2347736.2347760		  Geoffrey A. Landis 

From the intersection of computational science and technological speculation,  

with boundaries limited only by our ability to imagine what could be. 
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