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Summary
Background While many patients seem to recover from SARS-CoV-2 infections, many patients report experiencing
SARS-CoV-2 symptoms for weeks or months after their acute COVID-19 ends, even developing new symptoms
weeks after infection. These long-term effects are called post-acute sequelae of SARS-CoV-2 (PASC) or, more
commonly, Long COVID. The overall prevalence of Long COVID is currently unknown, and tools are needed to
help identify patients at risk for developing long COVID.

Methods A working group of the Rapid Acceleration of Diagnostics-radical (RADx-rad) program, comprised of
individuals from various NIH institutes and centers, in collaboration with REsearching COVID to Enhance
Recovery (RECOVER) developed and organized the Long COVID Computational Challenge (L3C), a community
challenge aimed at incentivizing the broader scientific community to develop interpretable and accurate methods
for identifying patients at risk of developing Long COVID. From August 2022 to December 2022, participants
developed Long COVID risk prediction algorithms using the National COVID Cohort Collaborative (N3C) data
enclave, a harmonized data repository from over 75 healthcare institutions from across the United States (U.S.).

Findings Over the course of the challenge, 74 teams designed and built 35 Long COVID prediction models using the
N3C data enclave. The top 10 teams all scored above a 0.80 Area Under the Receiver Operator Curve (AUROC) with
the highest scoring model achieving a mean AUROC of 0.895. Included in the top submission was a visualization
dashboard that built timelines for each patient, updating the risk of a patient developing Long COVID in response to
clinical events.

Interpretation As a result of L3C, federal reviewers identified multiple machine learning models that can be used to
identify patients at risk for developing Long COVID. Many of the teams used approaches in their submissions which
can be applied to future clinical prediction questions.
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Research in context

Evidence before this study
Post-acute sequelae of SARS-CoV-2 (PASC), commonly known
as Long COVID, is a collection of symptoms that often lingers
after the acute phase of a SARS-CoV-2 infection. At the time
of the Long COVID Computational challenge, some studies
has used the National COVID Cohort Collaborative (N3C) to
develop machine learning models for identifying patients
with Long COVID and for phenotyping patients with Long
COVID, however, no prediction models had been developed to
predict whether a patient would develop Long COVID using
the data available in N3C. Additionally, most machine
learning community challenges focus on quantitative
evaluation metrics such as the F1 statistic and Area Under the
Receiver Operator Curve as their primary ranking metric.
While these are important, focus on quantitative metrics
often results in challenge submissions that are
uninterpretable and unwieldy in their size. Clinical prediction
models need to be interpretable and portable.

Added value of this study
The Long COVID Computational Challenge brought together a
large and diverse group of researchers to develop Long COVID
risk prediction models on the N3C data repository. The
challenge evaluation process incorporated both qualitative
and quantitative evaluation metrics to identify a clinically
useful, translational, and interpretable model likely to be
implemented into a clinical setting.

Implications of all the available evidence
The Long COVID Computational Challenge incentivized the
development of accurate, generalizable, and interpretable
Long COVID risk prediction models that have the potential of
being refined, validated, and implemented into a clinic
setting.
Introduction
Long COVID
Studies have shown that recovery from SARS-CoV-2,
the virus that causes COVID-19, can vary from person
to person. Many patients seem to recover from COVID-19
quickly and completely. However, others report experi-
encing COVID-19 symptoms that last for weeks or months
or developing new symptoms weeks after infection.
These long-term effects are called post-acute sequelae of
SARS-CoV-2 (PASC) or, more commonly, Long COVID.
The overall prevalence of Long COVID is currently un-
known, but there is growing evidence that more than a
quarter of COVID-19 survivors experience at least one
symptom of Long COVID after recovery of the acute
illness.1 Research is ongoing to understand prevalence,
duration, and clinical outcomes of Long COVID. Symp-
toms of fatigue, brain fog, shortness of breath, and cardiac
damage, among others, have been observed in patients
who had only mild initial disease.2–4 Real world data, which
includes electronic health record (EHR) data, is a valuable
resource to examine the heterogeneous, multi-system
presentation of Long COVID at scale.5,6

The breadth and complexity of data created in today’s
health care encounters require advanced analytics to
extract meaning from longitudinal data on symptoms,
laboratory results, social determinants of health (SDoH),
viral variants, electronic health records (EHR), and other
relevant data types. Advanced development of software
tools and computing capacity has allowed artificial in-
telligence (AI)/machine learning (ML) approaches to
leverage large observational datasets to identify patterns
then enable prediction of outcomes at the patient level.
These tools have been employed to better characterize
the complex and diverse features of Long COVID and
can also be used to identify risk factors for Long
COVID.5

The Long COVID Computational Challenge
Community challenges are crowd-sourcing exercises
where third parties elicit computational solutions from
the broader research community for specific research
questions. The solicited solutions are compared to each
other by a third party and evaluated against a hidden
gold standard answer set. The use of a third party helps
avoid the self-assessment bias when evaluating machine
learning models.7 Community challenges follow a well-
established framework to address biomedical research
questions. Previous successful scientific community
challenges include the DREAM Challenges8,9 the Critical
Assessments,10–13 and the Pediatric COVID-19 Data
Challenge.14

The Rapid Acceleration of Diagnostics-radical
(RADx-rad) Executive Committee and REsearching
COVID to Enhance Recovery (RECOVER) leadership in
collaboration with the working group co-chairs spon-
sored and organized the Long COVID Computational
Challenge (L3C). The primary objective of L3C was to
focus on the development of prognostic models that
serve as open-source tools for using structured
medical records to identify which patients infected with
SARS-CoV-2 have a high likelihood of developing
Long COVID. The challenge was implemented by
www.thelancet.com Vol 108 October, 2024
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Sage Bionetworks in the National COVID Cohort
Collaborative (N3C) Data Enclave.15,16 Prior to the L3C,
no prediction model had been created to predict which
patients were at risk for developing Long COVID using
N3C data.

Methods
Data in the N3C data enclave
N3C has spearheaded the collection and harmonization
of a large EHR data repository that represents over
7 million patients who tested positive for COVID-19 and
over 11 million demographically matched patients who
tested negative for COVID-19 from 76 Health Care
Organizations (HCOs) across the U.S. The N3C Enclave
includes demographics as well as longitudinal coded
medical data derived from these patients’ EHRs from
January of 2018 to the present. The N3C data repository
is updated on a weekly basis with updated data from
contributing sites as well as new data from newly
onboarded contributing sites. The reported gender of
the patients is mostly self-reported by the patients, but
may vary by HCO.

The Long COVID Computational Challenge question
From August 25, 2022 to December 18, 2022 the NIH
ran the Long COVID Computational Challenge. The
L3C organizers asked participants to use data available
in the enclave to predict the risk of a patient developing
Long COVID at least 4 weeks after their initial positive
SARS-CoV-2 test result (defined as a documented posi-
tive result from a qualitative rt-PCR or Antigen lab test
within 7 days of a visit). Long COVID cases were
selected using the ICD-10-CM U09.9 diagnosis code
(“Post-COVID-19 condition, unspecified”) and two time
references in a patient’s clinical record: their COVID
index date and their 4 week acute window. The COVID
index date is the date of the patient’s first lab-based
record of SARS-CoV-2 infection. The 4 week acute
window is the 4 weeks after their COVID index date.
U09.9 is the diagnosis code made available to US
physicians in October of 2021 to code Long COVID in a
patient’s EHR. In this challenge, Long COVID was
defined as a “True Positive” case as any patient who had
a U09.9 diagnosis code entered in their clinical record
after the 4 week acute window (Fig. 1). This acute period
was necessary to include since the severity and length of
Fig. 1: Censoring protocol of patient records. All records available in the N
acute window) the COVID index date were available for use by the model
training and testing datasets. ICD-10-CM code U09.9 that occurred after t

www.thelancet.com Vol 108 October, 2024
a COVID infection can vary from patient to patient and
was based on the CDC definition of Long COVID with a
potential start of symptoms beginning 4 weeks after the
initial COVID infection.2

Statistics
L3C challenge datasets
Inclusion criteria and sampling protocols. The L3C patient
selection process involved identifying patients who tested
positive for SARS-CoV-2 and then narrowing to a set of
Long COVID cases and matched controls. Possible
patients without Long COVID (patients without U09.9
recorded in the EHR) were used as controls and selected
from the patients who tested positive for SARS-CoV-2
who had at least one visit after the 4 week acute win-
dow and who had no record of U09.9 diagnosis. Control
patients were randomly selected at a 1:4 ratio of patients
with Long COVID: patients without Long COVID. For
this sampling, patients with a U09.9 ICD9 code within
4 weeks of their COVID index were included in the
patients with Long COVID count and ratio. To control for
data availability differences across patients, patients were
matched on the distribution of visits prior to their
COVID index visit, meaning that the proportion of
patients in both the patients with Long COVID and
patients without Long COVID cohorts who had one visit,
two visits, three visits, etc. prior to their COVID index
date was the same. Patients were not matched on their
COVID index date, but solely on their visit counts prior to
their COVID index date.

Challenge training and testing datasets
During the challenge, two datasets were used to evaluate
model performance: the Hold Out Dataset 1 and the
Two Site Dataset 2. Each of these datasets were split into
a training and a testing set. For all datasets, all clinical
records after the end of the 4 week acute period in each
patient clinical record were removed, as participants
were asked to build models to predict the chance of
Long COVID given only data during and before the 4
week acute period (Fig. 1).

The Hold Out Training Dataset 1 was available to
participants during the model development phase
(Supplemental Fig 1). This dataset provided a traditional
random sample of the available data and contained 9031
cases, 46,226 matched controls, plus 2415 patients who
3C enclave prior to (clinical history) and within 4 weeks after (4 week
s. All records after the 4 week acute window were removed from the
he 4 week acute window indicated a patient with Long COVID.
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had a U09.9 code in their clinical record after the COVID
index date but during the 4 week acute period (These
patients are not considered cases, but were provided for
teams’ use in exploratory analysis.) The Hold Out Testing
Dataset 1 contained 2257 cases and 11,557 controls and
was hidden from participants during the challenge but was
used to calculate one of the AUROC scores (Table 1).

Over the course of the challenge, new data accumu-
lated within the N3C enclave that was not included in
either the training or testing Hold Out Dataset 1. We took
this accumulated new data, combined it with the full Hold
Out Dataset 1, and resplit the data into the Two Site
Training Dataset 2 and the Two Site Testing Dataset 2.
The Two Site Testing Dataset 2 represented data from two
HCOs that were excluded from the Two Site Training
Dataset 2. The purpose of this dataset was to assess
generalizability of the models to health systems not
represented in the training data. The Two Site Training
Dataset 2 represented 17,383 cases, 89,992 controls, and
4979 patients who had a U09.9 code in their record
during the 4 week acute period. The Two Site Testing
Dataset 2 represented 3219 cases and 12,860 controls
(Table 1).
Demographic Hold Out Dataset 1

Training Testing

No PASC PASC No PASC

Age

0–17 6907 276 1205

18–34 12,876 1152 1862

35–59 17,100 4270 2914

60+ 9937 3080 1890

Unknown 1821 253 485

Ethnicity

Not Hispanic or Latino 37,872 7444 6585

Hispanic or Latino 4731 852 1046

Unknown 6038 735 725

Gender

Female 28,243 5749 5048

Male 20,350 3282 3306

Race

White 27,788 6302 5913

Black 10,305 1618 1232

Other 9477 949 990

Asian 1071 162 221

Severity

Hospitalization 6679 4478 1604

No Hospitalization 41,962 4553 6752

The testing data represents the data that was held out from the N3C data that was availa
data from the two sites that were split off from the data after the latest N3C data had
due to the small counts in compliance with the N3C publication policy. Minor skews (±
Testing PASC column have been implemented to mask the true count of the category w
inpatient visit or emergency room visit during the 4 week acute window.

Table 1: Demographic breakdown from the datasets used in the L3C.
Evaluation process
The evaluation process was carried out in two
phases: the quantitative evaluation and the qualita-
tive evaluation. In order to qualify for the quanti-
tative evaluation, L3C teams were required to
submit their models by the challenge deadline
(December 18, 2022) along with a short manuscript
describing their methods, rationale, and preliminary
results. All evaluation metrics were generated by the
L3C organizers independent of the participating
teams. Qualification for the qualitative phase
required ranking among the top 10 submissions
during the quantitative phase.

Quantitative model ranking
The Area Under the Receiver Operator Curve
(AUROC)17 was calculated for each model on both the
Hold Out Testing Dataset 1 and Two Site Testing
Dataset 2. Models were ranked against each other by
calculating the mean of these two AUROCs and ranking
on that mean. Prior to testing with Two Site Testing
Dataset 2, the models were re-trained on the Two Site
Training Dataset 2 by the L3C organizers.
Two Site Dataset 2

Training Testing

PASC No PASC PASC No PASC PASC

71 14,489 573 1571 79

294 24,606 2165 3904 395

1041 32,028 8366 4747 1445

763 19,373 5994 2530 1256

57 4475 285 108 40

1865 73,539 15,027 9939 2684

220 11,674 1806 1241 273

141 9758 550 1680 258

1428 53,768 11,266 6915 2002

798 41,117 6116 5942 1213

1517 61,231 12,818 9791 2621

432 16,334 2854 507 122

233 14,663 1371 2531 464

44 2743 340 31 <20

1124 16,337 7795 1771 1641

1102 78,634 9588 11,089 1575

ble at the time of the start of the challenge. The two site validation data represents
been included. Counts of patients who had an unknown gender were not included
5) in the counts of the Age, Gender, Ethnicity, and Race of the Two Site Dataset 2
ith a <20 count. Patient’s with hospitalization include patients that have either an
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Qualitative model ranking
Qualifying models from the quantitative phase moved to
the qualitative evaluation. Models were subjectively scored
by a review panel of federal employees, using metrics
designed to judge model clinical utility and reproducibility.
The clinical utility metrics included lead time, interpret-
ability, transferability, and translational feasibility. The
metrics included in reproducibility were technical repro-
ducibility, prediction reproducibility, and documentation.
Additional information on the qualitative evaluation met-
rics can be found in the Supplemental materials (Supple-
mental Description, Qualitative Review). The final
rankings were dictated by the qualitative metrics.

Post-challenge analysis of highest scoring model
After the top performers were announced, level 3
(limited dataset) was accessed for a final model evalua-
tion in order to enable real world date filtering and also
to take advantage of the data that had accumulated since
the start of the challenge. The L3C organizers created a
third dataset using the limited data from the N3C data
enclave which includes non-shifted dates, in order to
filter the training and testing cohorts to patients who
have clinical records after October 2021, the month in
which the U09.9 diagnosis code was first introduced.
The inclusion criteria represented all patients who had
their COVID index date after October 1, 2021, who had a
least one visit within one year after their acute COVID
window, and who was a patient at an HCO with at least
1% of the patients in the data enclave from that site
being patients with Long COVID. The Limited Testing
Dataset 3 represented the largest available HCO from
this dataset, and the Limited Training Dataset 3
included the remaining HCOs. Models were re-trained
on the Limited Training Dataset 3 and scored using
the Limited Testing Dataset 3.

The World Health Organization’s (WHO) current
definition of Long COVID is persistent or recurrent
COVID-19 symptoms 3 months after the acute COVID-19
phase.18 In order to evaluate whether the highest scoring
model could potentially transfer to this alternative defini-
tion, we evaluated the highest scoring model using a
dataset derived from the Hold Out Testing Dataset 1,
where patients who received their U09.9 ICD-10 code
90 days after their initial COVID diagnosis were treated as
true positives and patients who never had a U09.9 ICD-10
code in their record were treated as the negatives. We did
not re-train the models but used the models trained on the
Hold Out Training Dataset 1.

Ethics
The N3C data transfer to NCATS is performed under a
Johns Hopkins University Reliance Protocol
#IRB00249128 or individual site agreements with NIH.
The N3C Data Enclave is managed under the authority
of the NIH; information can be found at https://ncats.
nih.gov/n3c/resources. The analyses described in this
www.thelancet.com Vol 108 October, 2024
publication were conducted with data or tools accessed
through the NCATS N3C Data Enclave https://covid.
cd2h.org. The data in this challenge was used under
the Data Use Request DUR-E6CBB51.

Role of funders
Research reported in this RADx® Rad publication was
supported by the National Institutes of Health. The
funders of this study were involved in the study design
and model evaluation. The funders were not involved in
the analysis and interpretation of results or writing of
this manuscript. Timothy Bergquist, Johanna Loomba,
and Emily Pfaff were supported by Axle Subcontract:
NCATS-STSS-P00438. The N3C Publication committee
confirmed that this manuscript is in accordance with
N3C data use and attribution policies (MSID:1526.544);
however, this content is solely the responsibility of the
authors and does not necessarily represent the official
views of the National Institutes of Health or the N3C
program. The analyses described in this publication
were conducted with data or tools accessed through the
NCATS N3C Data Enclave https://covid.cd2h.org and
N3C Attribution & Publication Policy v 1.2-2020-08-25b
supported by NCATS U24 TR002306, Axle Informatics
Subcontract: NCATS-P00438-B.
Results
Participants were asked to use data available in the N3C
enclave to predict the risk of a patient developing Long
COVID at least 4 weeks after their initial COVID posi-
tive test result. Over the course of the challenge,
74 teams designed and built their Long COVID pre-
diction models in the N3C Enclave, resulting in 35 final
submissions.

Highest performing models
Overall, the top 10 models scored above 0.8 mean
AUROC on both testing datasets (Table 2). The most
common method used was XGBoost, followed by
LightGBM and other ensemble methods. Features
selected by the highest scoring models included patient
demographics, visit data (outpatient, ED, and inpatient
encounters), measurements (e.g., temperature, BMI, and
lab results), conditions (diagnoses and symptoms), drugs
(e.g., vaccine records, COVID treatments, medications
for comorbid conditions), procedures (e.g., ventilation),
and observations (e.g., smoking status). While many of
the teams limited the number of features in their models,
the largest model included 6000 features while the
smallest model contained 131 features with an option for
a 36-feature model. Each of the top 10 models was scored
by a panel of federal reviewers, with each reviewer
scoring their assigned models on a scale from 0 to 10.
The highest scoring submission, from Team Convalesco,
received a qualitative score of 8.29 while the lowest
scoring model scored a 4.69 (Table 2).
5
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Team name Team institution(s) Hold out AUROC
(95% CI)

Two site AUROC
(95% CI)

AUROC
difference

Mean
AUROC

Qualitative
score

Convalesco University of Chicago 0.879 (0.873, 0.884) 0.911 (0.907, 0.915) 0.032 0.895 8.29

GAIL Geisinger 0.889 (0.884, 0.894) 0.805 (0.799, 0.812) −0.084 0.847 7.52

UC Berkeley Center for
Targeted Machine
Learning

UC Berkeley 0.864 (0.858, 0.874) 0.859 (0.854, 0.865) −0.005 0.862 7.39

UW-Madison-BMI University of
Wisconsin–Madison

0.886 (0.88, 0.893) 0.841 (0.835, 0.846) −0.045 0.864 6.84

Ruvos Ruvos 0.851 (0.832, 0.844) 0.838 (0.832, 0.844) −0.013 0.844 6.77

Anonymous Group 1 0.884 (0.877, 0.891) 0.835 (0.829, 0.841) −0.05 0.86 5.78

Anonymous Group 2 0.853 (0.846, 0.86) 0.824 (0.816, 0.83) −0.029 0.839 5.57

Penn Penn 0.889 (0.883, 0.895) 0.841 (0.834, 0.847) −0.048 0.865 5.37

Anonymous Group 4 0.905 (0.9, 0.91) 0.836 (0.83, 0.841) −0.07 0.87 4.8

Anonymous Group 5 0.837 (0.832, 0.846) 0.836 (0.83, 0.842) −0.001 0.836 4.69

Models not explicitly named have been masked as anonymous groups. The final rankings were based on the qualitative scores which combined aspects of reproducibility,
interpretability, and translational feasibility (See Supplemental materials for more information).

Table 2: Model scores across testing datasets including AUROCs achieved and qualitative evaluation scores.
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Top performing model
The top performing model, submitted by team
Convalesco based out of the University of Chicago, ach-
ieved an AUROC of 0.87 on the Hold Out Testing
Dataset 1 (Fig. 2d), and increased in performance to 0.91
on Two Site Testing Dataset 2 (the only team in the top
10 to improve) (Fig. 2e). In addition to having the highest
mean AUROC, Convalesco also had the highest qualita-
tive score from the federal reviewers. Using a weighted
average of 3 LightGBM models and 1 XGBoost model to
build a lightweight, portable model, their final submis-
sion used 131 total features (100 temporal features and 31
static demographic features) and included a cumulative-
risk-over-time visualization dashboard for model inter-
pretation (Fig. 3). Their submission built patient
timelines, updating the risk of a patient developing Long
COVID in response to new events entering the record.
Clinical features for this model included conditions from
the acute phase that are sometimes associated with PASC
later (such as fatigue, pain, weakness, and dyspnea) as
well as prior viral exposure of any type, bloodwork, oxy-
gen saturation, and certain drug exposures during the
acute phase. In addition to the larger model of 131 fea-
tures, Convalesco also built a model with 36 temporal
features that achieved a 0.795 AUROC on the Hold Out
Testing Dataset 1 (Fig. 2d) and an AUROC of 0.908 on
the Two Site Testing Dataset 2 (Fig. 2e) and that
improved in calibration between the two datasets (Fig. 2a
and b). In addition to the challenge evaluation, Con-
valesco’s model was retrained using the Limited Dataset
3. Convalesco’s main model improved to an AUC of
0.940, with their 36-feature model improving to an AUC
of 0.938 (Fig. 2f). The calibration curves on all the models
were good with Brier Scores19 of ∼0.02 (Fig. 2c). The brief
project report submitted during the challenge can be
found in the Supplemental materials. A table with the 36
temporal features used can be found in Table 2 of the
supplemental challenge write up. Convalesco’s model
continued to perform well on the test data using the
WHO’s 3-month Long COVID definition, with the main
model achieving an AUROC of 0.880 and the 36 feature
model scoring a 0.800 AUROC, both without re-training.

2nd highest performing model
The 2nd highest performing model, submitted by team
GAIL (Geisinger AI Laboratory based out of Geisinger
Health System) was a portable, efficient, and accurate
model using fewer features than the competition,
resulting in a translational Long COVID prediction clin-
ical decision support tool that included design plans for
EHR-ready summary visualizations for clinician inter-
pretation. A description of their methods is available in
the Supplemental materials as well as their preprint
manuscript.20

3rd highest performing model
The 3rd placed model, submitted by the UC Berkeley
Center for Targeted Machine Learning team built a
clinical prediction model that was a weighted combi-
nation of many smaller prediction models (this
combined model is known as an ensemble or a Super
Learner). The model used various aspects of a patient’s
health such as cardiovascular health, respiratory health,
history of hospital use, and age to predict the patient’s
risk for developing PASC/Long COVID. A description
of their methods is available in the Supplemental
materials as well as their manuscript.21

Honorable mentions
While the honorable mention teams did not have a top
three ranking, their approaches stood out during the
qualitative evaluation as unique approaches worth
highlighting. Team UW-Madison-BMI (UW-Madison
Department of Biostatistics & Medical Informatics
www.thelancet.com Vol 108 October, 2024
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Fig. 2: Performance metrics for Convalesco’s highest scoring submission. The calibration curves and area under the receiver operator curves
from Convalesco’s highest scoring submission. Each sub-graph shows individual model performances from Convalesco’s submission. The
“Main Model” is the model that was evaluated and scored for the L3C evaluation. Model 100 includes only 100 temporal features, Model 36
includes just the top 36 temporal features, and Model Z includes the same 100 temporal features but excludes racial information and data
contributor identifiers. (a) The calibration curves from the model on the Hold Out Testing dataset. (b) The calibration curves from the model on the
Two Site Testing dataset. (c) The calibration curves from the model on the level 3 post-challenge Limited Testing dataset. (d) The receiver operator
curves from the model on the Hold Out Testing dataset. (e) The receiver operator curves from the model on the Two Site Testing dataset. (f) The
receiver operator curves from the model on the level 3 post-challenge Limited Testing dataset. While the model wasn’t well calibrated to the Hold
Out testing dataset, the model generalized well to two out of sample datasets from separate data contributing partners and improved further after
re-training and evaluation on the level 3 limited dataset.

Articles
(BMI)) built a Long COVID prediction model by looking
at high-level clinical concepts in a patient’s clinical his-
tory to evaluate their risk of developing Long COVID.
Team Penn took a unique approach to this challenge
and developed a Long COVID prediction model that
looked at both static clinically relevant data points as
well as dynamically selected data points. This grounded
their model in clinical relevance but allowed it to adapt
to future changes in new data. Team Ruvos developed a
prediction model that used broad categories of disease
to predict a patient’s risk of developing Long COVID.
Their model was highly generalizable to new EHR data.
Each team’s brief project report submitted during the
challenge are found in the Supplemental materials.

Discussion
Community challenges can serve to coalesce research
communities from an array of scientific domains to
www.thelancet.com Vol 108 October, 2024
catalyze innovation around research questions of inter-
est. The L3C brought together a group of researchers
from clinical and machine learning domains from
academia and private institutions to build clinical pre-
diction models on a large, national data repository. Prior
to this challenge, no risk prediction model for developing
Long COVID had been built using the N3C data enclave.
L3C incentivized 225 researchers comprising 74 research
teams to build 35 Long COVID risk prediction models.
The community challenge showed that a wide variety of
approaches to the data and models can be applied with
similar results. The top teams were set apart from the
others primarily by their clinical relevance, their gener-
alizability, and their model’s interpretability. Our multi-
faceted quantitative model evaluation provided a robust
approach to identifying the top ten models. Furthermore,
our use of qualitative metrics, particularly interpretability
and translational feasibility, incentivized the development
7
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Fig. 3: Interpretability dashboard from Convalesco’s submission. The chart represents a prototype patient risk timeline. The top graph shows
the single-event contributions toward the predicted PASC risk at Day 28. The risk change was calculated based on the difference between
the final prediction and the hypothetical risk using all data except one event. Only a subsample of events are shown. The bottom chart
shows the day-by-day predictions of cumulative risk based on events prior to the day.
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of models with creative interpretability dashboards and
thoughtful feature selection.

The highest ranked model, Convalesco, designed a
portable, generalizable model that improved in perfor-
mance when evaluated against the Two Site Testing
Dataset 2. Due to the heterogeneity of coding patterns
across health systems, it is difficult to design a model that
does not overfit to local patterns, but is generalizable to
data partners not included in the training data. This model
was one of only two models to improve on the external
data partners, and had the largest improvement of any
model submitted. Although fluctuations in scores are
typical across training sets, the fact that the score did not
worsen, suggests that Convalesco’s initial high perfor-
mance was not related to overfitting. The team demon-
strated that model performance was not significantly
compromised when some features of primary importance
were removed, further demonstrating the resilience of the
model. Convalesco’s model performed exceptionally well
using just 36 temporal features and a third version of their
model, Model Z, which removed HCO specific informa-
tion and included additional censoring protocols to further
refine the training data, generalized well to all the testing
datasets (Fig. 2). Additionally, each of their models per-
formed well on the WHO’s 3-month definition of Long
COVID, indicating that these models are not reliant on a 4-
week post acute COVID definition and could be adapted to
alternative definitions.
Of the 36 temporal features, some of the most
important features are related to hospital utilization such
as “Outpatient visit” and “Hospitalization”; however,
other important features, such as glucose in serum, could
be of interest for follow-up investigation (Supplemental
materials, Top Performer Model write up, Table 2).
There is literature suggesting that acute COVID-19 can
induce persistent hyperglycemia22–24 so it is possible that
Convalesco’s model identified biologically relevant lab
values that could be used to better understand long
COVID; however, further validation is required.

One aspect of Convalesco’s model that stood out
during the qualitative evaluation was the potential
transferability of their models to a new health system.
When implementing a model into clinical care, each
feature must be mapped to an existing datastream
within the health system. As models grow, it becomes
less likely that each new variable will have a corre-
sponding variable available in the new system. Con-
valesco’s model being the smallest submission while
maintaining the highest accuracy should serve as a
lesson for future clinical prediction model development.
Increasing the size of the feature space is not a guar-
antee of improved model performance, but will usually
decrease translational feasibility to a new health system.

A second key characteristic was the interpretable
charts for showcasing patient-level longitudinal risk
factors that informed a patient’s predicted risk score
www.thelancet.com Vol 108 October, 2024
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(Fig. 3). These patient-level timelines of clinical events
showed the change in the predicted risk of developing
Long COVID caused by individual clinical events.
Interpretability methods that not only highlight impor-
tant variables in a patient record but also highlights
specific events that contribute to health risks increases
the model’s clinical utility.

In order to be translated into clinical use, each model
will need to have their variables mapped to the equiva-
lent data variables available at the implementing site.
Once this is complete, the model will need to be fine-
tuned (given additional training) on data from the
implementing site and then prospectively evaluated on
new incoming patients to ensure that the model can
maintain accuracy while in use in a live clinical scenario.
Finally, the model will need to be incorporated into
clinical workflows such that the right information is
getting to a clinician at the right time. Convalesco’s
model shows unique promise in being able to succeed
through each of these implementation steps since it
uses a small feature space, shows good performance on
multiple datasets, and incorporates an easily under-
standable visualization dashboard.

The techniques used in the top performing sub-
missions are likely generalizable to other clinical predic-
tion problems and the code for all highlighted models
have been made available under an open source license
(See Data Sharing). These models could be repurposed
and adapted to address future clinical prediction prob-
lems. Convalesco’s visualization technique is not Long
COVID specific and could be generalized to other clinical
prediction problems or incorporated into clinical decision
support tools. While the resulting models demonstrated
the feasibility of machine learning based prognostics for
Long COVID, further development and validation of
these models is needed by the broader scientific com-
munity with more diverse datasets.

Common pitfalls of solutions submitted to L3C
Many of the teams incorporated questionable features
into their models that were not generalizable outside of
the N3C enclave or to a live EHR system. Of note, many
models used the masked ID of the patient’s health care
system as a variable. This feature has known predictive
properties within the N3C Enclave for predicting who
might be labeled with Long COVID based on local
coding practices. It may also cause the model to assign
higher probability of Long COVID to patients at sites
that see and code more patients with Long COVID.
This variable does not capture underlying biological
mechanisms, is not meaningful to personalized pre-
diction models based on patient features rather than site
features, and would not transfer well to an external
clinic.

A few teams identified proxies or synonyms of the
Long COVID U09.9 ICD-10-CM code (e.g., “Post-viral
syndrome,” “Sequelae of infectious disease”, “Long
www.thelancet.com Vol 108 October, 2024
COVID specialty clinic visit”) that appeared in the
patient chart during the acute phase, and used those in
their model. While, in many cases, these features had
outsized importance within the models, and improved
their AUROC, these features would not be helpful in a
clinical setting as the goal was to predict who is at risk
for Long COVID, not who already has Long COVID.

Caveats and limitations
This challenge was run on a large, centralized collection
of EHR data collected and harmonized from 76
contributing data partners. The limitations of this chal-
lenge include any and all limitations from using struc-
tured data (such as ICD mapped codes) from the EHR
as the data source, including: (1) varying charting
practices across clinicians, clinics, and HCOs, (2) non-
representative patient population in terms of de-
mographics, health, and social determinants of health,
(3) incomplete health data capture on any given patient
at the participating sites, meaning that some facts are
not captured and drug or condition start dates noted
in the record may be later than true start dates,
(4) incomplete or lack of data capture from unstructured
data sources, (5) incomplete or lack of data capturing
environmental exposures or other co-exposures, (6) and
varying coding practices across HCOs and over time
(e.g., ICD code U09.9 was not universally adopted nor
was the code in use prior to October 2021).

Additional limitations should be noted that are
related to all research involving harmonized, multi-
institutional EHR data: (1) the N3C sample is large,
but is still a subset of HCOs in the US; (2) the lack of
raw notes data excludes the use of Long COVID
symptoms (e.g., post-exertional malaise) that may only
be recorded in clinical notes; and (3) some data is lost
when mapping from local EHRs to local data ware-
houses from which data extracts are shared. Also note
that for regulatory reasons, this challenge used the
deidentified N3C data where each patient record is date
shifted by a random number of days, prohibiting use of
real world dates in these predictive models.

Lastly, it is essential that we recognize the time biases
related to the evolving nature of the medical community’s
understanding of Long COVID, coding practices, and
patient care seeking behaviors related to this set of con-
ditions. While this challenge illuminated the strengths
and weaknesses of predictive models of Long COVID, it
is essential to continue to retrain, evaluate and refine
these models over time. Predictive models and comput-
able phenotypes leveraging real world electronic health
data can only be evaluated using patients who had access
to care and who were also diagnosed by a provider.
Therefore we must be cautious to not apply them in a
way that would reinforce implicit provider biases.

Community challenges serve as catalysts for driving
research and building new communities of researchers
from diverse backgrounds to tackle open questions and
9
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develop innovative solutions. The Long COVID
Computational Challenge resulted in 35 Long COVID
risk prediction models with the top performing team
producing a light weight, accurate model that incorpo-
rated a patient-level timeline visualization dashboard
highlighting clinical events that were contributing to the
increasing or decreasing risk of a patient developing
Long COVID. Our approach of integrating qualitative
scoring metrics into the machine learning evaluation
process incentivized the development of an interpret-
able and portable Long COVID risk prediction model.
Similarly, our use of a multi-healthcare organization
data repository like N3C and multi-faceted quantitative
evaluations produced an accurate and generalizable
model that has the potential of being refined, validated,
and implemented into a clinic setting. The top per-
forming methods are generalizable to other clinical
prediction problems, and as a result of this challenge,
have been made publicly available to serve as templates
for researchers using standardized electronic health
record data to build clinical prediction models.
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