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Abstract
We study the problem of learning control policies for complex tasks given by logical specifications. Typically, these approaches automatically generate a reward function from a given specification and use a suitable reinforcement learning algorithm to learn a policy that maximizes the expected reward. These approaches, however, scale poorly to complex tasks that require high-level planning. In this work, we develop a compositional learning approach, called DiRL, that leverages the specification to decompose the task into a high-level planning problem and a set of simpler reinforcement learning tasks. An evaluation of DiRL on a challenging control benchmark with continuous state and action spaces demonstrates that it outperforms state-of-the-art baselines.

Keywords Temporal Logic, Reinforcement Learning

1 Introduction
Reinforcement learning has emerged as a promising approach to automatically learning controllers for challenging robotics tasks. For instance, it has been applied to challenging control tasks such as walking [4] and grasping [3], control of multi-agent systems [6, 10], and control from visual inputs [8]. A key challenge facing reinforcement learning is the difficulty in specifying the goal. Typically, reinforcement learning algorithms require the user to provide a reward function that encodes the desired task. However, for complex, long-horizon tasks, providing a suitable reward function can be a daunting task, requiring the user to manually compose rewards for individual subtasks. Poor reward functions can make it hard for the reinforcement learning algorithm to achieve the goal; for instance, it can result in reward hacking [1], where the agent learns to optimize the reward function without achieving the goal.

Recent work has proposed a number of high-level languages for specifying RL tasks [2, 5, 7, 9, 12]. A key feature of these approaches is that they enable the user to specify tasks compositionally—i.e., the user can independently specify a set of short-term subgoals, and then ask the agent to perform a complex task that involves achieving some of these subgoals. Existing approaches for learning from high-level specifications typically generate a reward function, which is then used by an off-the-shelf RL algorithm to learn a policy. Recent works [5, 13] have proposed RL algorithms that exploit the structure of the specification to improve learning. However, these algorithms are based on model-free RL at both the high- and low-levels instead of model-based RL. Model-free RL is known to be effective at learning low-level control tasks; however, at the high-level, it is unable to exploit the large amount of available structure. Thus, these approaches scale poorly to long horizon tasks involving complex decision making.

We propose DiRL—a novel compositional reinforcement learning algorithm that reduces the policy synthesis problem into a high-level planning problem and a set of simpler reinforcement learning tasks. Then, it interleaves model-based high-level planning with model-free RL to compute a policy that tries to maximize the probability of satisfying the specification. In more detail, our algorithm begins by converting the user-provided specification into an abstract graph whose edges encode the subtasks, and whose vertices encode regions of the state space where each subtask is considered achieved. Then, it uses a Dijkstra-style forward graph search algorithm to compute a sequence of subtasks for achieving the specification, aiming to maximize the success probability.

Rather than compute a policy to achieve each subtask beforehand, it constructs them on-the-fly for a subtask as soon as Dijkstra’s algorithm requires the cost of that subtask. We empirically evaluate our approach on an environment with continuous state and action spaces. We demonstrate that DiRL significantly outperforms state-of-the-art deep RL algorithms for learning policies from specifications.

2 Problem Formulation
MDP. We consider a Markov decision process (MDP) \( \mathcal{M} = (S, A, P, \eta) \) with continuous states \( S \subseteq \mathbb{R}^n \), continuous actions \( A \subseteq \mathbb{R}^m \), transitions \( P(s, a, s') = p(s' | s, a) \in \mathbb{R}_{\geq 0} \) (i.e., the probability density of transitioning from state \( s \) to state \( s' \) upon taking action \( a \)), and initial states \( \eta : S \rightarrow \mathbb{R}_{\geq 0} \) (i.e., \( \eta(s) \) is the probability density of the initial state being \( s \)). A trajectory \( \xi = \{s_0 \xrightarrow{a_0} s_1 \xrightarrow{a_1} \cdots \} \) or a finite sequence \( \xi = s_0 \xrightarrow{a_0} s_1 \xrightarrow{a_1} \cdots \xrightarrow{a_{r-1}} s_r \) where
\( s_i \in S \) and \( a_i \in A \). We let \( Z_f \) denote the set of finite trajectories. A (deterministic) policy \( \pi : Z_f \to A \) maps a finite trajectory to a fixed action.

**Specification language.** We consider the specification language Spectrl for specifying reinforcement learning tasks [7]. A specification \( \phi \) in this language is a logical formula over trajectories that indicates whether a given trajectory \( \zeta \) successfully accomplishes the desired task. Formally, a specification is defined over a set of *predicates* \( \mathcal{P} \), where every \( p \in \mathcal{P} \) is associated with a function \( \llbracket p \rrbracket : S \to \mathbb{B} \); we say a state \( s \) satisfies \( p \) (denoted \( s \models p \)) if and only if \( \llbracket p \rrbracket (s) = \text{true} \).

Finally, the syntax of Spectrl specifications is given by

\[
\phi ::= \text{achieve } b \mid \phi_1 \text{ ensuring } b \mid \phi_1; \phi_2 \mid \phi_1 \text{ or } \phi_2,
\]

where \( b \in \mathcal{P} \). In this case, each specification \( \phi \) corresponds to a function \( \llbracket \phi \rrbracket : Z \to \mathbb{B} \), and we say \( \zeta \models \phi \) if and only if \( \llbracket \phi \rrbracket (\zeta) = \text{true} \). Letting \( \zeta \) be a finite trajectory of length \( t \), this function is defined by

\[
\zeta \models \text{achieve } b \quad \text{if } \exists i \leq t, \ s_i \models b
\]

\[
\zeta \models \phi \text{ ensuring } b \quad \text{if } \zeta \models \phi \text{ and } \forall i \leq t, \ s_i \models b
\]

\[
\zeta \models \phi_1; \phi_2 \quad \text{if } \exists i < t, \ z_{i+1} \models \phi_1 \text{ and } z_{i+1} \models \phi_2
\]

\[
\zeta \models \phi_1 \text{ or } \phi_2 \quad \text{if } \zeta \models \phi_1 \text{ or } \zeta \models \phi_2.
\]

**Learning from transitions.** Given an MDP \( M \) with unknown transitions and a specification \( \phi \), our goal is to compute a policy \( \pi^* : Z_f \to \mathcal{A} \) such that

\[
\pi^* \in \arg \max_{\pi} \Pr_{\zeta \sim \mathcal{D}_\pi} [\zeta \models \phi],
\]

where \( \mathcal{D}_\pi \) is the distribution over infinite trajectories generated by \( \pi \). In other words, we want to learn a policy \( \pi^* \) that maximizes the probability that a generated trajectory \( \zeta \) satisfies the specification \( \phi \).

### 3 DiRL: Algorithm Sketch

Consider an RL-agent in the environment of interconnected rooms in Figure 1 (top). The agent is initially in the blue box, and their goal is to navigate to either the top-left room \( S_1 \) or the bottom-right room \( S_3 \), followed by the top-right room \( S_3 \), all the while avoiding the red block \( O \). Its goal is formally captured by the specification (middle). This specification is comprised of four simpler RL subtasks—namely, navigating between corners of the room while avoiding the obstacle. First, based on the specification alone, our approach DiRL constructs the abstract graph \( G_{ex} \) (see bottom) whose vertices represent the initial region and the three subgoal regions, and the edges correspond to subtasks (labeled with a safety constraint that must be satisfied).

However, \( G_{ex} \) by itself is insufficient to determine the optimal path—e.g., it does not know that there is no path leading directly from \( S_2 \) to \( S_1 \), which is a property of the environment. These differences can be represented as edge costs in \( G_{ex} \). In particular, DiRL trains a policy \( \pi_e \) for each edge \( e \) in , and sets the cost of \( e \) to be \( c(e; \pi_e) = -\log P(e; \pi_e) \), where \( P(e; \pi_e) \) is the probability that \( \pi_e \) succeeds in achieving \( e \). For instance, for the edge \( S_0 \to S_1 \), \( \pi_e \) is trained to reach \( S_1 \) from a random state in \( S_0 \) while avoiding \( O \).

Thus, to identify the optimal path, we could (i) train a policy \( \pi_e \) for each edge \( e \), (ii) use it to estimate the edge cost \( c(e; \pi_e) \), and (iii) run Dijkstra’s algorithm with these costs. One challenge is that \( \pi_e \) depends on the initial states used in its training. For instance, training \( \pi_e \) for \( e = S_1 \to S_3 \) requires a distribution over \( S_1 \). Using the wrong distribution can lead to poor performance due to distribution shift. Furthermore, training a policy for all edges may unnecessarily waste effort training policies for unimportant edges. For these reasons, DiRL interleaves training policies with the execution of Dijkstra’s algorithm, only training \( \pi_e \) once Dijkstra’s algorithm requires the cost of edge \( e \). As a result, DiRL scales to complex tasks and succeeds in generating a policy that satisfies the specification with high probability.

### 4 Empirical Evaluation

**Set-up.** We compare our approach to four state-of-the-art algorithms for learning from specifications, Spectrl [7], QRM [5], Hrm [13] and a Ttlt [9] based approach. The variants QRM+Cr and Hrm+Cr use counterfactual reasoning to reuse samples during training.

We consider the 9-Rooms environment shown in Figure 1. It has states \((x, y) \in \mathbb{R}^2\) encoding 2D position, actions \((\delta, \theta) \in \mathbb{R}^2\) encoding speed and direction, and transitions \(s' = s + \)
whether the first task has been accomplished. In these cases, DiRL quickly converges to high-quality policies for both of specifications, none of the baselines comes close in performance. Even though, DiRL (Ours) outperforms the other methods.

**Results.** Figure 2 shows learning curves on the specifications encoding sequential tasks in the 9-Rooms environment.

The task in Figure 2a is formally given by $\phi_1 = \text{achieve (reach } S_1); \text{achieve (reach } S_2) \text{ which is for the agent to go to } S_1 \text{ and then return to } S_0$. This is a challenging task for standard RL algorithms since they do not store whether the first task has been accomplished. In these cases, a stateless policy will be unable to determine whether to move upwards or downwards from a state along the right hallway. Among all the tools examined here, all but TLTL support stateful policies. We observe that several tools (including DiRL) learn high-quality policies for task as it does not require any high-level planning.

The task in Figure 2b corresponds to the motivating example from Figure 1. The tasks in Figure 2c is identical to the task in Figure 2a.

(a) Specification $\phi_1$
(b) Motivating Example
(c) Motivating Example without Obstacles

**Figure 2.** Learning curves for 9-Rooms environment with different specifications. $x$-axis denotes the number of samples (steps) and $y$-axis denotes the estimated probability of success. Results are averaged over 10 runs with error bars indicating ± standard deviation.

(\((v \cos(\theta), v \sin(\theta))\)). We learn policies using ARS [11] (model-free RL) with shaped rewards; each policy is a fully connected NN with 2 hidden layers of 30 neurons each.
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