1 Linear Algebra Basics

Most likely you are familiar with basic operations on matrices and vectors. For example, \( A \in \mathbb{R}^{3 \times 5} \) is a matrix of real numbers with 3 rows and 5 columns, while \( b \in \mathbb{R}^3 \) is a vector of 3 elements. These form the basis of a system that we call linear algebra, which has several main properties. Our goal in this module will be to learn about the the fundamental properties of linear systems, and generalize these properties to abstract vector spaces that are not necessarily in the field of real numbers.

- For \( m, n \in \mathbb{N} \), a matrix \( A \) is a \( m, n \) tuple of elements \( a_{ij} \) where \( i \) denotes the row and \( j \) denotes the column.
- Addition: if \( C = A + B \) and \( A, B \in \mathbb{R}^{m \times n} \) then \( c_{ij} = a_{ij} + b_{ij} \)
- Product: If \( C = AB \) and \( A \in \mathbb{R}^{m \times k} \) and \( B \in \mathbb{R}^{k \times n} \) then \( c_{ij} = \sum_{l=1}^{k} a_{il} b_{lj} \) where \( C \in \mathbb{R}^{m \times n} \)
- Identity: \( I_m \in \mathbb{R}^{m \times m} \) is an identity matrix when it is zero everywhere except the diagonal, i.e. \( I_{ij} = 1[i = j] \)
- Associativity: \((AB)C = A(BC)\)
- Distributivity: \((A + B)C = AC + BC, \ A(C + D) = AC + AD\)
- Multiplication with identity: \( \forall A \in \mathbb{R}^{m \times n} : I_mA = AI_n = A \)
- Inverse: Let \( A \in \mathbb{R}^{n \times n} \). If \( AB = I \) then \( B = A^{-1} \) is the inverse of \( A \)
- Transpose: Let \( A \in \mathbb{R}^{n \times n} \). The matrix \( B = A^\top \) such that \( b_{ij} = a_{ji} \) is called the transpose.
- Symmetric: \( A \in \mathbb{R}^{n \times n} \) is symmetric if \( A = A^\top \)

We can also add scalars to the mix (single elements).

- Scalar multiplication: Let \( \lambda \in \mathbb{R} \). Then, \( \lambda A = K \) where \( K_{ij} = \lambda a_{ij} \).
- Associativity: \((\lambda \phi)C = \lambda(\phi C)\). Actually, scalars can be moved around: \( \lambda(BC) = (\lambda B)C = B(\lambda C) = (BC)\lambda \). Also, transpose doesn’t affect matrices: \((\lambda C)^\top = C^\top \lambda = \lambda C^\top \)
- Distributivity: \((\lambda + \phi)C = \lambda C + \phi C \) and \( \lambda(B + C) = \lambda B + \lambda C \)

One of the most common uses of matrices and vectors is to represent linear systems of equations in a compact form. I.e.

\[
Ax = b
\]

represents a series of linear equations, where each row of \( A \) is the coefficients for each variable \( x \) and the target scalar is the corresponding row in \( b \).
2 Groups

The space of matrices and vectors behaves *nicely*, in that it has these properties of associativity, distributivity, an identity and an inverse. Let’s now generalize this structure.

- **Groups:** Let \( G \) be a set and an operation \( \otimes : G \times G \to G \) be defined on \( G \). Then \( G = (G, \otimes) \) is called a group if
  1. **Closure:** \( \forall x, y \in G : x \otimes y \in G \)
  2. **Associativity:** \( \forall x, y, z \in G : (x \otimes y) \otimes z = x \otimes (y \otimes z) \)
  3. **Neutral element:** \( \exists e \in G \forall x \in G : x \otimes e = e \otimes x = x \)
  4. **Inverse element:** \( \forall x \in G \exists y \in G : x \otimes y = y \otimes x = e \). We write \( x^{-1} \) to denote the inverse element of \( x \). This does not always mean \( \frac{1}{x} \) and is with respect to the operator \( \otimes \).
  5. (Commutivity) If \( f \forall x, y \in G : x \otimes y = y \otimes x \) then \( G \) is an Abelian group

- **Examples of Abelian groups:** \((\mathbb{Z}, +), (\mathbb{R} \setminus \{0\})\)
- **Examples of not-groups:** \((\mathbb{N} + 0, +), (\mathbb{Z}, \cdot), (\mathbb{R}, \cdot)\)
- \((\mathbb{R}^n, +), (\mathbb{Z}^n, +)\) are Abelian if using component wise addition
- **Matrices and addition:** \((\mathbb{R}^{m \times n}, +)\) is Abelian with component-wise addition
- **Matrices and multiplication:** \((\mathbb{R}^{m \times n}, \cdot)\) is only a group if the inverse always exists
- **General Linear Group:** set of invertible matrices \( A \in \mathbb{R}^{n \times n} \) is a group with respect to matrix multiplication, but is not Abelian (not commutative)

3 Vector Spaces

Groups have an operation with structure that stays within the group. This can be referred to as an *inner* operation (i.e. elementwise addition) as the operator stays within the group. We can also consider an *outer* operation which takes in an element outside of the group.

- **Real-valued vector space** \( V = (\mathcal{V}, +, \cdot) \) is a set \( \mathcal{V} \) with operations \( + : \mathcal{V} \times \mathcal{V} \to \mathcal{V} \) and \( \cdot : \mathcal{R} \times \mathcal{V} \to \mathcal{V} \)
- **Distributivity:**
  1. \( \forall \lambda \in \mathbb{R}, \forall x, y \in \mathcal{V} : \lambda \odot (x + y) = \lambda \odot x + \lambda \odot y \)
  2. \( \forall \lambda, \psi \in \mathbb{R}, x \in \mathcal{V} : (\lambda + \psi) \odot x = \lambda \odot x + \psi \odot y \)
- \( x \in V \) are called vectors, the neutral element is 0, and the inner operator is vector addition while the outer operation is multiplication by scalars.
- A subspace of a vector space is a vector space: if \( \mathcal{U} \subset \mathcal{V} \) and \( V = (\mathcal{V}, +, \odot) \) is a vector space, then if \( U = (\mathcal{U}, +, \cdot) \) is a vector space we call it a subspace of \( V \) restricted to \( \mathcal{U} \).
Subspaces inherit properties from the higher space, including Abelian, distributivity, associativity, and neutral element. To show that $U$ is a subspace, we need to show that $0 \in U$ and $U$ is closed with respect to both inner and outer operations (i.e. $\forall \lambda \forall x \in U : \lambda x \in U$ and $\forall x, y \in U : x + y \in U$).

Example 2.12 from the textbook.

This structure gives us the nice properties we expect in linear algebra (i.e. we can do operations on vectors that result in more vectors).

4 Linear Independence, basis and rank

- Linear combination is a combination of scaled vectors:
  \[ v = \sum_{i} \lambda_i x_i \]

- If $x_i \in \mathbb{R}^d$ then we will typically abbreviate this as $\lambda^T X$ where $X$ is the matrix of elements stacked in each row

- If there exists $\lambda$ such that $0 = \sum_i \lambda_i x_i$ with at least one $\lambda_i \neq 0$ then they are linearly dependent. If no such non-zero solution exists, they are linearly independent.

- Properties of linear independence
  - $k$ vectors are either linearly dependent or independent
  - If a vector is 0 or if the same vector is repeated, they are dependent

- Let $V = (\mathcal{V}, +, \cdot)$ be a vector space and let $\mathcal{A} = \{x_1, \ldots, x_k\} \subset \mathcal{V}$. If every vector $v \in \mathcal{V}$ can be expressed as a linear combination of $\mathcal{A}$, then this is a generating set of $\mathcal{V}$.

- The set of all linear combinations of vectors in $\mathcal{A}$ is the span of $\mathcal{A}$.

- A generating set $\mathcal{A}$ is minimal if there does not exist a smaller $\bar{\mathcal{A}} \subset \mathcal{A}$ that spans $V$.

- Every independent generating sets of $V$ is minimal and is called a basis of $V$. 
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• Let $B \subseteq V$, $B \neq \emptyset$. The following statements are equivalent:
  
  – $B$ is a basis
  – $B$ is a minimal generating set
  – $B$ is a maximally linearly independent set of vectors in $V$, i.e. adding any vector will make the set linearly dependent
  – Every vector $x \in V$ is a linear combination of vectors from $B$, and every linear combination is unique:

$$x = \sum_i \lambda_i b_i = \sum_i \psi_i b_i \Rightarrow \lambda_i = \psi_i$$

• Example: Standard basis is $B = \{e_1, \ldots, e_k\}$ where $e_i$ is zero everywhere except for the $i$th position which is 1.

• Example:

$$B = \left\{ \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} \right\}$$

• Every vector space has a basis $B$. There can be multiple bases, i.e. they are not unique. However, they all have the same number of basis vectors.

• The dimension of $V$ is the number of basis vectors of $V$, denoted as $\text{dim}(V)$.

• A finite dimensional vector space is one where $\text{dim}(V) < \infty$.

• Example of an infinite dimensional basis: suppose $V$ is the set of all countably infinite vectors $v = (v_1, v_2, \ldots, \)$. Then it has an infinite basis $B = \{e_1, e_2, \ldots, \}$. Every vector can be written as $v = \sum_i \lambda_i e_i$ for some $\lambda_i$ that exists for each $v$.

• When we go to function spaces, these will be infinite dimensional spaces.

• Example: The functions $e_n(\theta) = e^{2\pi in\theta}$ is an (orthonormal) basis of the Hilbert space $L^2([0, 1])$ where $L^2([0, 1])$ is the space of functions on $[0, 1]$ for which the Lebesgue integral of the square of the absolute value is finite, i.e. $\int_X |f|^2 d\mu < \infty$

• The number of linearly independent columns of a matrix $A$ equals the number of linearly independent rows and is called the rank of $A$, denoted as $\text{rk}(A)$.

• Properties:
  
  – $\text{rk}(A) = \text{rk}(A^\top)$
  – The columns of $A$ span a subspace $U \subseteq \mathbb{R}^m$ with $\text{dim}(U) = \text{rk}(A)$. This subspace is called the image or range of $A$.
  – Similarly, the rows of $A$ span a subspace $W \subseteq \mathbb{R}^n$ with $\text{dim}(W) = \text{rk}(A)$
  – For square matrices $A \in \mathbb{R}^{n \times n}$, $A$ is invertible (regular) if and only if $\text{rk}(A) = n$.
  – For all $A, b$ the linear system $Ax = b$ can be solved if and only if $\text{rk}(A) = \text{rk}(A|b)$.
  – For $A \in \mathbb{R}^{m \times n}$, the subspace of solutions $x$ such that $Ax = 0$ has rank $n - \text{rk}(A)$. This subspace is called the kernel, or the null space.
A matrix has full rank if $\text{rk}(A) = \min(m, n)$. Otherwise, it is rank deficient.

The goal of a basis is to provide a sense of structure to the vector space. We will now look at linear mappings, which are operations that preserve the structure of a vector space. This is analogous to the group operator, which preserves the structure of a group. Previously, we had operators $+$ and $\cdot$ for a vector space corresponding to elementwise addition and scalar multiplication. We will now look at operators between vector spaces that preserve this structure.

- Let $V, W$ be two vector spaces. A linear mapping $\Phi : V \rightarrow W$ satisfies
  \[ \forall x, y \in V, \forall \lambda, \psi \in \mathbb{R} : \Phi(\lambda x + \psi y) = \lambda \Phi(x) + \psi \Phi(y) \]

  These are sometimes also called vector space homomorphism or linear transformation.

- In the vector space of $\mathbb{R}^n$, we can represent linear mappings as matrices.

- A mapping $\Phi : \mathcal{V} \rightarrow \mathcal{W}$ on arbitrary sets $\mathcal{V}, \mathcal{W}$ is called:
  - Injective if $\forall x, y : \Phi(x) = \Phi(y) \Rightarrow x = y$ (different vectors map to different outputs)
  - Surjective if $\Phi(\mathcal{V}) = \mathcal{W}$ (all elements can be reached)
  - Bijective if it is both injective and surjective (operation can be undone)

- $\Phi : V \rightarrow W$ is an isomorphism if it is both linear and bijective

- $\Phi : V \rightarrow V$ is an endomorphism if it is linear

- $\Phi : V \rightarrow V$ is an automorphism if it is both linear and bijective

- $\text{id}_V : V \rightarrow V$ is the identity mapping, or automorphism.

- Theorem: Finite dimensional vector spaces $V, W$ are isomorphic if and only if $\dim(V) = \dim(W)$ (Axler 2015).

- Intuitively, this means that vector spaces with the same dimension are the "same" in that you can transform from one to the other without losing anything. This means that we can treat the space of $\mathbb{R}^{m \times n}$ matrices as the same as $\mathbb{R}^{mn}$ vectors, as there is a linear bijective mapping from one to the other.

- More properties:
  - Let $V, W, X$ be vector spaces. If $\Phi : V \rightarrow W$ and $\Psi : W \rightarrow X$ are linear mappings, then
    $\Psi \circ \Phi : V \rightarrow X$ is also linear.
  - If $\Phi : V \rightarrow W$ is an isomorphism, then $\Phi^{-1} : W \rightarrow V$ is an isomorphism.
  - If $\Phi : V \rightarrow W, \Psi : V \rightarrow W$ are linear, then $\Phi + \Psi$ and $\lambda \Phi$ are also linear.

The key point of the previous section is to say that any $n$ dimensional vector space is isomorphic to $\mathbb{R}^n$. Therefore, any reasoning we can do in $\mathbb{R}^n$ applies to any finite dimensional vector space. So in the finite dimensional case, we only need to study $\mathbb{R}^n$, since everything that is finite can be reduce to $\mathbb{R}^n$. As an example, suppose
Let $B = (b_1, \ldots, b_n)$ be an ordered basis of $V$. For any $x \in V$, let $x = \sum_i \alpha_i b_i$ be its unique linear combination. Then, we call $\alpha_1, \ldots, \alpha_n$ the coordinates of $x$.

Think of a basis as defining a coordinate system.

Typical coordinate system: standard basis $e_1, \ldots, e_n$. The coefficients tell us how to linearly combine to obtain $x$. However, one could also use the basis $((1, 0), (1, 1))$ to span $\mathbb{R}^2$.

Transformation matrix: Let $V, W$ be vector spaces with bases $B, C$, and consider a linear mapping $\Phi : V \rightarrow W$. For $j \in \{1, \ldots, n\}$ let

$$\Phi(b_j) = \sum_i \alpha_{ij} c_i$$

be the unique representation of $\Phi(b_j)$ with respect to $C$. Then, if $A$ is the matrix given by $A_{ij} = \alpha_{ij}$ then $A$ is the transformation matrix of $\Phi$ with respect to $B$ and $C$. This tells us how to go from one vector space to another but represented as a matrix.

What this means is that any linear mapping between finite dimension spaces can be represented with a matrix. Just pick a basis for the domain and target, and compute the coefficients!

If $\hat{x}$ is the coordinate vector of $x \in V$ and $\hat{y}$ is the coordinate vector of $y = \Phi(x) \in W$ then $\hat{y} = A_\Phi \hat{x}$ where $A$ is the transformation matrix of $\Phi$.

We now have a coordinate system for our vector spaces, which depends on a chosen basis $B$. However, remember that the basis is not unique: there are multiple different possibly bases for a vector space. Depending on the basis, the resulting linear transformation could be easier or harder to work with. We will work towards characterizing what it means for a basis to be “nice”. But in order to do so, we first we need to understand how to change between bases.

As an example, consider the linear transformation $\Phi$ with transformation matrix

$$A = \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}$$

in the standard basis. If instead of the standard basis, we use the basis $B = ([1, 1], [1, -1])$ then the linear map $\Phi$ has transformation matrix

$$A = \begin{bmatrix} 3 & 0 \\ 0 & 1 \end{bmatrix}$$

which is a digonal matrix (which is nice). We’ll see how to get this in the next section.

For a linear mapping $\Phi : V \rightarrow W$, consider two bases $B = (b_1, \ldots, b_n)$ and $\tilde{B} = (\tilde{b}_1, \ldots, \tilde{b}_n)$ on $V$ and two bases $C = (c_1, \ldots, c_m)$ and $\tilde{C} = (\tilde{c}_1, \ldots, \tilde{c}_m)$ on $W$.

Let $A_\Phi \in \mathbb{R}^{m \times n}$ be the transformation matrix of $\Phi$ with respect to $B, C$ and let $\tilde{A}_\Phi$ be the transformation matrix of $\Phi$ with respect to $\tilde{B}, \tilde{C}$.

How are $A$ and $\tilde{A}$ related?
• Theorem: (Basis Change) The transformation matrix of $\tilde{\Phi}$ is given by

$$\tilde{A}_\Phi = T^{-1}A_\Phi S$$

where $S \in \mathbb{R}^{n \times n}$ is the transformation matrix of the id$_V$ that maps $\tilde{B}$ onto $B$ and $T \in \mathbb{R}^{m \times m}$ is the transformation matrix of id$_W$ that maps coordinates with respect to $\tilde{C}$ to coordinates with respect to $C$.

• Proof: First, by definition of $S$ we can write the $\tilde{b}_j$ as a sum of basis vectors $b_i$:

$$\tilde{b}_j = \sum_i s_{ij} b_i$$

Similarly, we can write $\tilde{c}_k$ as a combination of basis vectors of $C$:

$$\tilde{c}_k = \sum_l t_{lk} c_l$$

Then, $S$ maps $\tilde{B}$ onto $B$ and $T$ maps $\tilde{C}$ onto $C$ (the columns are the coordinate representation of $\tilde{b}_j$ and $\tilde{c}_k$ with respect to $B$ and $C$). Now, re-express $\Phi(\tilde{b}_j)$ in two ways using these two bases. First using $C$:

$$\Phi(\tilde{b}_j) = \sum_{k=1}^{m} \tilde{a}_{kj} c_k = \sum_{k=1}^{m} \tilde{a}_{kj} \sum_{l=1}^{m} t_{lk} c_l = \sum_{l=1}^{m} c_l \sum_{k=1}^{m} t_{lk} a_{kj}$$

Then using $B$:

$$\Phi(\tilde{b}_j) = \Phi \left( \sum_{i=1}^{n} s_{ij} b_i \right) = \sum_{i=1}^{n} s_{ij} \Phi(b_i) = \sum_{i=1}^{n} s_{ij} \sum_{l=1}^{m} a_{li} c_l = \sum_{l=1}^{m} c_l \sum_{i=1}^{n} a_{li} s_{ij}$$

Therefore for all $j = 1, \ldots, n$ and all $l = 1, \ldots, m$ it follows that

$$\sum_{k=1}^{m} \tilde{t}_{lk} a_{kj} = \sum_{i=1}^{n} a_{li} s_{ij}$$

In matrix form, this is equivalent to

$$T \tilde{A} = AS$$

and therefore $\tilde{A} = T^{-1}AS$

• Aside: Why are $S$ and $T$ regular (invertible)? They are the matrix representation of the identity operator, which is an invertible operator.

• Two matrices $A, \tilde{A} \in \mathbb{R}^{m \times n}$ are equivalent if there exists regular matrices $S \in \mathbb{R}^{n \times n}, T \in \mathbb{R}^{m \times m}$ such that $\tilde{A} = T^{-1}AS$

• Two matrices $A, \tilde{A} \in \mathbb{R}^{n \times n}$ are similar if there exists a regular matrix $S \in \mathbb{R}^{n \times n}$ where $\tilde{A} = S^{-1}AS$

• Informally, this basis change can be seen as the following:

  - $A$ maps $V \to W$ bases $B$ to $C$
- $\tilde{A}$ maps $V \to W$ from bases $\tilde{B}$ to $\tilde{C}$
- $S$ is the identity mapping from basis $\tilde{B}$ to $B$
- $T$ is the identity mapping from basis $\tilde{C}$ to $C$
- Then, $\tilde{B} \to \tilde{C}$ can be rewritten as $\tilde{B} \to B \to C \to \tilde{C}$

which reflects $S$, then $A$, then $T^{-1}$. Hence, $\tilde{A}x = T^{-1}(A(Sx))$

- To get the example from the start of this section: note that $S = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$ (i.e. just horizontally stack the representation of the new basis in the old basis) and that $T^{-1} = S^{-1} = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$

Then,

$$\tilde{A} = T^{-1}AS = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} = \begin{bmatrix} 3 & 0 \\ 0 & 1 \end{bmatrix}$$

Now that we have a better understanding of bases and how to change between bases for linear mappings, we’ll now cover our last fundamental concept for vector spaces: images and kernels.

- For $\Phi : V \to W$ the kernel or null space is $\ker(\Phi) = \phi^{-1}(0) = \{v \in V : \Phi(v) = 0\}$
- This is the set of vectors in $V$ that map to 0
- The image or range is $\text{Im}(\Phi) = \Phi(V)\{w \in W | \exists v \in V : \Phi(v) = w\}$
- This is the set of vectors in $W$ that get mapped to
  - It is always true that $\Phi(0) = 0$ and therefore $0 \in \ker(\Phi)$, so the null space is never empty.
  - It is also always true that $\ker(\Phi) \subseteq V$ and $\text{Im}(\Phi) \subseteq W$.
  - $\Phi$ is injective if and only if $\ker(\Phi) = \{0\}$
- Consider a linear mapping $\Phi : \mathbb{R}^n \to \mathbb{R}^m$ with transformation matrix $A \in \mathbb{R}^{m \times n}$, so $\Phi(x) = Ax$
- let $A = [a_1, \ldots, a_n]$ be the columns of $A$. Then the image is the span of the columns (column space):

$$\text{Im}(\Phi) = \{Ax : x \in \mathbb{R}^n = \sum_i x_ia_i : x_i \in \mathbb{R}\} = \text{span}[a_1, \ldots, a_n] \subset \mathbb{R}^m$$

- Then it follows that the rank of $A$ is the dimension of the image, i.e. $\text{rk}(A) = \dim(\text{Im}(\Phi))$
- Rank Nullity Theorem: For vector spaces $V, W$ and linear mapping $\Phi : V \to W$ it holds that

$$\dim(\ker(\Phi)) + \dim(\text{Im}(\Phi)) = \dim(V)$$

also known as the fundamental theorem of linear mappings.
Some immediately consequences:

- If \( \text{dim(Im(\Phi))} < \text{dim}(V) \) then \( \ker(\Phi) \) is non-trivial
- If \( A_\Phi \) is the transformation matrix of \( \Phi \) and \( \text{dim(Im(\Phi))} < \text{dim}(V) \) then \( Ax = 0 \) has infinitely many solutions
- If \( \text{dim}(V) = \text{dim}(W) \) then \( \Phi \) is injective if and only if it is surjective

The last part we will consider here is affine subspaces. These are subspaces that have a linear structure.

- Let \( V \) be a vector space \( x_0 \in V \) and \( U \subseteq V \) be a subspace. Then
  \[
  L = x_0 + U = \{ x_0 + u : u \in U \}
  \]
  is an affine subspace.
- Examples of affine subspaces: points, lines, planes...
- If \( (b_1, \ldots, b_k) \) is an ordered basis of \( U \) then every element \( x \in L \) is uniquely described as
  \[
  x = x_0 + \sum \lambda_i b_i
  \]
- In the same way that we can define linear mappings between vector spaces, we can also define affine mappings between affine subspaces.
- For two vector spaces \( V, W \), linear mapping \( \Phi : V \to W \) and \( a \in W \), the mapping
  \[
  \phi : V \to W
  \]
  \[
  x \mapsto a + \Phi(x)
  \]
  is an affine mapping from \( V \) to \( W \), where \( a \) is the translation vector.
- Every affine mapping is the composition of a linear mapping \( \Phi \) and a translation \( \tau \) such that
  \[
  \phi = \tau \circ \Phi
  \]
- Composition \( \phi' \circ \phi \) of affine operators is affine
- Affine operators preserve dimension and parallelism and other geometric structures

## 5 Inner Product Spaces

## 6 Orthogonality

Lastly, we’ll summarize a few of the major decompositions and how these can be understood as finding a change of basis that results in a nice transformation matrix.

- The Eigendecomposition is a change of basis for square, symmetric matrices \( A = U\Lambda U^T \),
  which results in a \textit{diagonal} transformation matrix. The resulting basis is an \textit{orthonormal} basis (the eigenvectors) with respect to the standard inner product \( \langle x, y \rangle = x^T y \).
• The singular value decomposition is a change of basis for rectangular matrices $A = U\Sigma V^T$, which results in a diagonal transformation matrix. The resulting bases are orthonormal with respect to the standard inner product $\langle x, y \rangle = x^T y$.

• The QR decomposition is a change of basis for rectangular matrices $A = QR$ which results in an identity transformation matrix. The resulting bases are unchanged for the target but orthonormal for the input with respect to the standard inner product.

• The Cholesky decomposition for symmetric, positive definite matrices is $A = LDL^T$, which can be viewed as a change of basis that results in a diagonal transformation matrix. In particular, the resulting basis is an orthogonal basis with respect to the matrix inner product $\langle x, y \rangle = x^T Ay$.

• Sinkhorn normal form for square positive matrices is $A = D_1 S D_2$ which can be viewed as a change of basis that results in a double stochastic transformation matrix $S$.

• See many more decompositions at [https://en.wikipedia.org/wiki/Matrix_decomposition](https://en.wikipedia.org/wiki/Matrix_decomposition)