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We demonstrate robust cross-domain transfer between highly dissimilar tasks,

and show that transfer quality is correlated with manifold alignment quality



