A Spin-Glass Model for

Semi-Supervised Community Detection
BRYN MAWR Eric Eaton Rachael Mansbach [ILLINOIS

COLLEGE Bryn Mawr College University of lllinois at Urbana-Champaign
Abstract From Modularity to Spin-Glass Models Results
Current modularity-based community detection methods show e Graph modularity is a special case of the Potts spin-glass model Benmchmark Networks Application Network
Qecrea§ed perfprmance as relational netyvorks become from statistical mechanics (Reichardt & Bornholdt, 2006) P SEAAT A o Political network measuring
mcreasmgly noisy. These methods alsq vield a I.arg.e number of. o Ground state corresponds to communities - L SR cooperative/hostile acts
diverse community structures as solutions, which is problematic n @M% S e 8\ e W between nations
for applications that impose constraints on the acceptable - do X iy a - 336,555 events between 196 nations
. ; : = Dolphin Network Karate Club Network from Jan. 2005 — Dec. 2010
solutions or in cases where the user is focused on specific (Lusseau, 2003) (Zachary, 1977)
communities of interest. To address both of these problems, we .
develop a semi-supervised spin-glass model that enables current Improved performance on noisy networks
community detection methods to incorporate background o Dolphin Network 00 ... Karate Club Network
knowledge in the forms of individual labels and pairwise 0.95 |~ o : o B;; ~~~~~
constraints. Unlike current methods, our approach shows robust gzg }\ ******************** o Tabols —e~ | I e .
: : : g o U Te A apbels - -m- - ] ® I D NS T TR
performance in the presence of noise in the relational network, _ = , S 080 L e 10 labels e |_ 5 080 ; : *
" . . - o Choosing the coefficients {a, b, ¢, d} appropriately, we can recover S o75ke B ewe o |Egiobes —el | |8
and the ability to guide the discovery process toward specific Newman-Girvan modularity c 0w - £ 070F Ny g
. 5 L : o X\.\ """""""""" i *’A’;’;’;’;? """"""""" m L ————— ‘ \'\V . T,
community structures. We evaluate our algorithm on several 065 | EAmo g 0o L™ ool = | ;5
" : | YU R . T | 10 labels ---®--- Em———
benchmark networks and a new polltlcal sentiment network | = U G .d 060 = T e gl T - 20 Egglg -=-a---

: : : : 0.55 |~ S B e e 50 | s ——] S R
represenhng COOperanve events between nahons that Was mlned ncorporahng Ser UI ance 0.00 0.05 0.10 0.15 0.20 O:S 0.00 0.05 0.10 0.15 0.20 0.25
from news articles over six years. * |dea: Penalize for communities that violate the guidance Noise Rate Noise Rate

1.00 | . - n 1.00 g=
S 0.95 S no guidance __).(__ _ ' ~ Sa
r * Penalty measured by a function U : C' — R of the form I o o constraints 5.0 | 0.90 | B R
Intro uction =~ [T N 20 constraints ---a--- | R
| | | U(C) = E (uz’j (1—46(C;, Cy)) + us56(C, Cj)) N NI — 2 080 .
* Newman-Girvan graph modularity (Newman 2006) is the P2 A S os Ejg;;g;\z___ fffffffffffffffffff ffffffffffffffffffff ffffffffffffffffff -
foundation for many automatic community detection methods same community penalty  different communities penalty L 070 "“!t:\;f.jf_'.g\ +++++++++++ o L TR I
0.65 [ N G TN o 4 0.60 || 5 constraints - -m- - RO §
: i ° - : : - : - _';,;":\{:: . 10 constraints : 3 ‘? ---------
 Current modularity-based methods exhibit two key problems: Guidance can be incorporated directly into the Hamiltonian as WL T o |[9constaints —em- ) _
: e g / - 2 : e ' i Smsine | 1 1 i l
1. the |nab|l|ty to handle noise in the network H (C) —H(C) + I3 (uij = (u@'j —uij)5(Ci, CJ)> 000 005 010 015 020  0.25 000 005 010 015 020  0.25
, , Noise Rate Noise Rate
2. the tendency to admit a large number of high-scoring solutions izl H’gm”toman 7]
without a clear optimum (Good et al. 2010) o = Focused discovery of specific communities of interest
* Re-deriving graph modularity yields =
: : : : . Political Events Network
e We incorporate user guidance into the community detection 1 d:d.; 0.80 . . — 0.80 . . —
- (0) = —> (45 — (22 — p(ui;—))| 6(Ci, C) T T e
process to- Q 1] /,L 1] 17 79 i 0.70 T 10 constraints---®--- | 070 N+ 10 constraints---e--- |-
| L 21m, “— 2m |20 constraints---s--- oo LR |2Qconstraints-—s---
o augment its performance in noisy networks 177 060X consirainty—— |- NN constrainte——
. " . —_— 2 E z 0 R i i i
o focus discovery on communities of interest to the user new null model g o0 S 40
g S 030 : T
Background on Newman-Girvan Graph Modularity Forms of Guidance 0.20 W 0.10 T s,
: : - . ] 0.10 ‘ : : : | 0.00 i | | |
» Relational network given by G = (V, A) * |Individual labels: same labels imply same community 000 005 010 015 020  0.25 000 005 010 015 020  0.25
. . . Noise Rate Noise Rate
V:set of nvertices A :n xn adjacency matrix, m total edges ... — § 1 when label;=label;  UNKNOWN = 5
| | ¥ 0 otherwise & Improved performance over other semi-supervised CD methods
* Newman-Girvan (2006) graph modularity . . . . Dolphin Network Karate Club Network
. * Pairwise must-link or cannot-link constraints (Wagstaff et al. 2001) I e s oigares e ) ! o guidance e
- . T : . A D B0% [ | Dconstraints - -m- - | ®» 100% e 182822{:2:2@ :_::_-__— i
o Intuitive form of user guidance from constrained clustering S Ll b0 oA X | ]S 3 |20 ot
(% ° 50 constraints :—‘— (% 0% 34 constraints 3 ‘ ]
Original A Null Model P Modularity (A — P) must-link constraint g 0% s N\ S % 60 %
(same community) g 0%/ NN £
: w2 . _ E 10% Ly T ‘ E 40%
* Measures the global community structure of a partitioning C: ot I S o LR ? . |/
1 dzdj (different communities) £ ) i} SRIII £ ° /L
Q(C) — E (Az] = 13)5(02, CJ) P@ — 0%g I T A 0% EX
2m - N A | ' 2m o Penalties given by Ui = O W;j ﬂz‘j — Oézwz'j 000 005 0.0 015 020 025 0.00  0.05 0:10' Ro.15 020 025
. NS ElreiElEr EEmu e e A must-link weight A cannot-link weight Noise Rate olse nate

This research was supported by ONR grant #N00014-10-C-0192




