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Abstract

In this paper we propose a vision-based stabilization and output
tracking control method for a model helicopter. A novel two-camera
method is introduced for estimating the full six-degrees-of-freedom
pose of the helicopter. One of these camerasis|ocated on-board the
helicopter, and the other camera is located on the ground. Unlike
previous work, these two cameras are set to see each other. The pose
estimation algorithmiscompared in simulation to other methodsand
isshown to beless sensitiveto errorson feature detection. In order to
build an autonomous helicopter, two methods of control are studied:
one using a series of mode-based, feedback linearizing controllers
and the other using a backstepping-like control law. Various simula-
tions demonstrate the implementation of these controllers. Finally,
we present flight experimentswhere the proposed pose estimation al -
gorithm and non-linear control techniques have been implemented
on a remote-controlled helicopter.

KEY WORDS—helicopter control, pose estimation, un-

manned aerial vehicle, vision-based control

1. Introduction

Control of a Quadrotor
Helicopter Using Dual
CameraVisual Feedback

tasks, since they can take-off/land in limited spaces and easily
hover above any target. Moreover, rotary wing aerial vehicles
(such as helicopters) are highly maneuverable making them
preferable for various tasks. Unfortunately this agility makes
control harder, due to the dynamical instabilities and sensitiv-
ity to disturbances.

A quadrotor (Altg, Ostrowski, and Mahony 2002; At~
Ostrowski, and Taylor 2003), as shown in Figure 1, is a
four-rotor helicopter. This helicopter design dates back to the
early twentieth century, with the first full-scale four-rotor heli-
copter being built by De Bothezatin 1921 (Gessow and Myers
1967). Recent work in quadrotor design and control includes
much smaller scale versions of quadrotors, such as the X4-
Flyer (Hamel, Mahony, and Chriette 2002) and the Mesicopter
(Kroo and Printz 2005). Also, related models for controlling
the VTOL aircraft are studied by Hauser, Sastry, and Meyer
(1992) and Martin, Devasia, and Paden (1996).

A quadrotor is an underactuated, dynamic vehicle with four
input forces (basically, the thrust provided by each of the pro-
pellers) and six output coordinates (fully spatial movements).
Unlike regular helicopters that have variable pitch angle ro-
tors, a quadrotor helicopter has fixed pitch angle rotors. It
can be controlled by varying the rotor speeds of all four ro-
tors, thereby changing the lift forces. In a quadrotor, rotors

The purpose of this study is to explore control methodolosre paired to spin in opposite directions in order to cancel out
gies and pose estimation algorithms that will provide somge resultant moment found in single-rotor helicopters. This
level of autonomy to an unmanned aerial vehicle (UAV). Ayliminates the need for a tail rotor to stabilize the yaw motions
autonomous UAV will be suitable for applications such ag¢ tne quadrotor. Some of the advantages of using a multi-
search and rescue, surveillance, and remote inspection. Rewor helicopter include high maneuverability and increased
tary wing aerial vehicles have distinct advantages over COPayload capacity, due to the increased load area. Also, as the
ventional fixed wing aircraft on surveillance and inspection mber of engines on an aircraft increase, the total weight of
the engines (which give the same total thrust) tend to decrease
(Gessow and Myers 1967). The most important disadvantage
is the increased energy consumption due to the extra motors.
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Fig. 1. Quadrotor helicopter.

Fig. 2. The three-dimensional quadrotor model.
The basic motions of a quadrotor are generated by tilting
the helicopter. As the rotor speeds decrease, the helicopter tilts
toward that direction, which enables acceleration along that
dlreptlon. For th'.s reason, control of the tilt angleg anq thg bounding the translation motion in the lateralgnd y)
motion of the helicopter are closely related and estimation g .
: ) : o . . directions.
orientation (roll and pitch) is critical. Helicopter motions are
coupled. Slowing one rotor results in not only tilting toward
that direction, but also a change in total yaw moment ang, Helicopter Model
thrust. Because of the coupled nature of the helicopter, to
create any motion all of the rotor speeds should be controlleid.is not an easy task to model a complex helicopter such as
The main contribution of this work is the use of non-lineaa quadrotor. In this section, our goal is to model a four-rotor
control techniques to stabilize and perform output trackinelicopter as realistically as possible, and to derive control
control of a helicopter. A feedback linearizing controller andnethodologies that would stabilize and control its motions.
a backstepping-like (Sastry 1999) controller have been im- For a rigid body model of a three-dimensional quadrotor
plemented and shown to be effective on simulations. Singgven in Figure 2, a body-fixed frame (frame B) is assumed to
motions along ther- and y-axis are related to tilt angles be at the center of gravity of the quadrotor, whereztaxis
andy, respectively, a backstepping controller can be used i® pointing upwards. This body axis is related to the inertial
control tilt angles, which enables the precise control ofithe frame by a position vectop = (x, y,z) € O whereO is
andy motions. Convergence of the backstepping controllersike inertial frame and a rotation matf : O — B, where
guaranteed with iterative development of the controller, whefe € SO (3). A ZY X (Fick angles) Euler angle representation
at each step a successful Lyapunov function is generated. has been chosen for the representation of the rotations, which
In this study we also use a novel two-camera system fig composed of three Euler angles, @, v), representing
pose estimation. Unlike previous work that either utilizegaw, pitch, and roll respectively:
monocular views or stereo pairs (Amidi 1996; Ma, Kosecka,
and Sastry 1998; Shim 2000), our two cameras are set toRPY (¢, 0, ¥) = Rot(z, ¢) - Rot(y,0) - Rot (x, ¥). (1)
see each other. A ground camera and an on-board camera
are used to obtain accurate pose information. The proposedLet V andw € O represent the linear and angular ve-
pose estimation algorithm is compared in simulation witkocities of the rigid body with respect to the inertial frame.
other methods such as the four-point algorithm (Ansar et dimilarly, let V® andw® € B represent the linear and angu-
2001), a state estimation algorithm (Sharp, Shakernia, atad velocities of the rigid body with respect to the body-fixed
Sastry 2001), and the direct area method that uses the afieane. LetE be the vector of Euler angleé, = [v,0, 0]
estimations of the blobs. The proposed pose estimation algmd w” = [p, g, r]". The body angular velocity is related
rithm and the control techniques have been implemented emEuler angular velocity byy’* = unskewR™R), where the
a remote-controlled, battery-powered model helicopter. Theaskew( ) term, represents obtaining veaigfrom the skew
helicopter was attached to a tether in order to provide powsymmetric matrix, skewi{’). The skewuw) € so(3) is the
and to capture video more easily, as well as to enhance safekgw symmetric matrix ofp.
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The Euler angle velocities to body angular velocities areonstant terms a8, for hover or near-hover flight conditions,

mapped by = Ju’ this equation simplifies to
v 1 syt cyly p F; = Dw;’. (11)
o 0 o o a1 (2) Successful control of the helicopter requires direct control
¢ 0 sy/co cy/co r

of the rotor speedsy;. Rotor speeds can be controlled by
controlling the motor torque. The torque of moiorM;, is

wheres, denotes siyp) andc, denotes ¢ .
% @) ande, a®) felated to the rotor speed as

Using the Newton—Euler equations, we can represent t

dynamics of the quadrotor as follows M, = Lw?+ Kw?, (12)
=b - - . . . . . .
vV :i F,., —w’ xV’ (3) wherel, isthe rotational inertia of rotar andk is the reactive
qh ”j torque due to the drag terms.
b =M, — " x |,w’ 4) For simplicity, we assume that the inertia of the rotor
Z’ 3 (5) is small compared to the drag terms, so that the moment

generated by the rotor is proportional to the lift force, i.e.,
M; = CF,, where(C is the force-to-moment scaling factor.
For simulations, a suitabl€ value has been experimentally
calculated.

The total thrust forcd” and the body moment¥,, M,,
and M., are related to the individual rotor forces through

Here,l, is the inertia matrix, and.,, andM,,, are the external
forces and moments on the body-fixed frame given as

F,, = —drag,i — drag, j + (T — drag,)k (6)

-R- mgl%
. R . . T 1 1 1 1 F
Mexr = Mxl + M\] + Mzks (7) M —1 —1 l ) F2
7 el F|r 13
where T is the total thrustM,, M,, and M, are the body My c C C C F3
z - - 4

moments, and, j, andk are the unit vectors along the, y-,
andz-axis, respectively. A drag force acts on a moving bodwhere F; are the forces generated by the rotors, as given by
opposite to the direction it moves. The terdnag,, drag,,and  eq. (11). The matrix above, which we denoteNye R**4,
drag. are the drag forces along the appropriate axis. Lettirig full rank for, C # 0. This is logical sinc&C = 0 would

p be the density of airA the frontal area perpendicular toimply that the moment around theaxis is zero, making the
the axis of motion(, the drag coefficient antl the velocity, yaw-axis control impossible. When= 0, this corresponds

then the drag force on a moving object is to moving the rotors to the center of gravity, which eliminates
the possibility of controlling the tilt angles, again implying a
drag = }CdeZA. (8) lack of control over the quadrotor states.
2

In summary, to move the quadrotor, motor torqués

Assuming the density of air is constant, then the constartgou!d be selected to produce the desired rotor velocitigs
at above equation can be collected, and the equation can'B&9- (12), which will change the body forces and moments

written as in eq. (13). This will produce the desired body velocities and

accelerations in egs. (3) and (4).
drag = C,V2. )

The total thrust (Prouty 1995) is 3. Control of a Quadrotor Helicopter

F—pL = £w2R3abc(9, — ¢, (10) Ip this section we present some control method; for the he-

4 licopter. We also give details of the implementation of feed-
back linearization and a backstepping controller to the three-
dimensional quadrotor model and show that it can be stabi-
lized and controlled.

wherea is the slope of the airfoil lift curve is the number
of blades on a rotog; is the lift coefficient,L is the lift of a
single bladeg, is the pitch at the blade tigj, is the inflow
angle at the tipw is the rotor speed, anklis the rotor radius.
Note that the quadrotor has fixed pitch rotors, and therefogel. I ntroduction

the angle, is constant. Also, we assume tigat= 0, implying

that we ignore the change in direction of the airflow due t@evelopment of the controllers for a model helicopter is a
the motion of the quadrotor through the air. By collecting theomplex task. There are two basic types of controllers. The
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first class considers the system as a whole and attempts to
solve full non-linear problem to obtain suitable controllers. -4
This method involves highly complex equations. The secong: _ (Z E-) (COS¢ SN oSy +sing simp)—Klfc} /m
class attempts to break the control into easily controllable T
modes and finds suitable control methods for each of the
modes. This approach to make the quadrotor helicopter auy — (
tonomous involves the use of a controller that can switch be- [ \
tween many modes, such as hover, take-off, landing, left/right, [/ 4
search, tilt-up, tilt-down, etc. Each mode requires only a sim% = (Z F,-) (cosh cosyr) —mg — Kgi} /m a7)
ple controller, so that the overall problem is broken down L \i=1
ir?to simplsr sbubl;()robllemshThe h_e_licop;yer i)s stabilized a:jthe‘;’ =I(—F,— Fo+ Fs+ F,— K40)/ ],

over mode by keeping the positions (, z) constant and - ;
angles ¢, v, ¢) zero. Climb and descend modes change thg IR+ Bt = Fa- st.p)/Jz
z-value, while keeping the other values constant. These modgs= (M1 — M, + M3 — My — Ke)/ Js.
will terminate only when the desiredvalue is achieved. The
left/right mode is responsible for controlling thyeaxis mo-
tions. As the model tilts around theaxis, it will start moving
on they-axis. The forward/reverse mode tilts around he
axis by changing th¢ angle. The hover mode will switch to
the landing mode when the flight is complete. These low-level
Sontr()tlr]tasks_ct;ar? be Eo?nected toda highetrt—_levilhcontro:lert_h?t Uy = (Fi+ Fo+ Fs+ F)/m =T/m

oes the switching between modes, setting the goal points
and performing thge motion planning. Similgrly, K%o e{)al. = (h=Ft+F)/h=T1/h (18)
(1998) used hybrid control methodologies for autonomous us=(-Fi+F+F—-F)/L=T1//)
helicopters. A natural starting place for this is to ask what uy=C(FL— Fo+ F3— Fy)/Js=T./Js,
modes can be controlled. ) _

The helicopter model given in the previous section is ¥hereC is the force-to-moment scaling factar. represents
complicated, non-linear system. It includes rotor dynamic& total thrust/mass on the body in thexis, u, andu; are
Newton—Euler equations, dynamical effects, and drag. Und&i€ pitch and roll inputs, and is the input to control yawing
some assumptions, it is possible to simplify the above modéfotion. Therefore, the equations of motion become
Such a simplified model will be useful for derivation of the

i

EN
~

l.) (sing sing cosyr —cos¢p simp)—sz']/m

1

J; given above are the moments of inertia with respect to the
corresponding axes, arkl. are the drag coefficients. In the
following, we assume the drag is zero, since drag is negligible
at low speeds.

For convenience, we define the inputs to be

X = uy(cos¢ sind cosy + singsiny) 6 = u,l

controllers. ) ) ) ..
Let us assume that ¥ = uy(sing siné cosyr — cose sinyr) Y = usl
% = u,(cost cosy) — g é =us. (19)
1. the higher-order terms can be ignorét.( > mw’ x
Ve andM,,, > w’ x |,w"); 3.2. Feedback Linearization

One can use exact input—output linearization and pick the

2. the inertia matrixl(,) is diagonal. outputs to be, x, y, andg, which results in a complex equa-
tion with higher derivatives. Our goal is to use a vision system
which is subjectto noise, and therefore the use of higher-order
derivatives of the states is not desirable.

We can alternatively choose outputs to h&, v, and
¢, in order to control the altitude, yaw, and tilt angles of the
guadrotor. However, this controller introduces zero dynamics,
which results in the drift of the helicopter in the-y-plane.

To simplify further, let us assume that the pitah)(and roll
(@) angjes are small, so thain eq. (5) is the identity matrix,
giving ¢ = w’.

This leads to the following dynamical equations:

‘—,}b :113 (14) The main reason for the zero dynamics is the fact that even
m " small tilt angles result in acceleration along theor y-axis,
|bﬁ)b =M., (15) and the oply way Fo control these acce_lerations is t_o tilt in
- the opposite direction to generate negative accelerations. The
¢ =w'. (16)  zero dynamics for this system are

. . ; . ¥ = g(sind + tan¢g tan
The equations of motion can be written using the force and * =8 +tangtany)

moment balance on the inertial frame: y = g(tang sino — tany). (20)
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These zero dynamics are not desirable, and so another ¢ X vs time ¥ vs time Z s time

40 20 60

troller or a combination of controllers is needed. 50
30

3.3. Proportional Derivative Controllers ®

posn

posn
<

posn

10 20
One can design controllers separately by considering the t , 0 10
licopter motions. Noticing that the motion along theaxis - 0
is related to they tilt angle by eq. (19), one can design a % 20 4 % 0 w0 % 20 40
time (s) time (s) time (s)

proportional derivative (PD) controller to control tifeangle ‘ o o
in order to controly motions. From thej term in eq. (19), 20 o™ pelvs tme y L Phivstme

settingd = ¢ = 0 andu, = 1 gives " % 0s
§=—K,y— K,y =—siny. (21) ;f‘z ? . 3 .o
The desired tilt angle,) can be written as %jj H 12 b ?-0.5
40
Y, = arcsink,y + K;y). (22) oL S -0, 0w 1g 20 4

. . . . . . time (s) time (s) time (s)
By takmg the d_erlvatlve Of.thIS expression, one can obtam.tr}glg_ 3. PD controller simulation results.
expression fory,, the desired tilt angle velocity. The maxi-
mum tilt angle depends on the helicopter model. Let us as-

sume that the maximum tilt angle ®lt,,.. Therefore, for

experiments the, value calculated will be bounded with the

appropriatdilt,,,, value. If we can select the desired tilt angle3.4. Backstepping Controller

and tilt angle velocity based on theposition andy, we can Backstepping controllers (Sastry 1999) are especially useful

control the motion along that axis with a PD controller of th?/vhen some states are controlled through other states. To move

form the quadrotor along the- andy-axis, the tilt angles need to
us = K (g — ) + Ka(Ya — V1), (23) be controll_ed. On_e can use backstepping controllgrs to c_:ontfol
these motions. Similar ideas of using backstepping with vi-
where sual servoing have been developed for a traditional helicopter

Wy = arcsinK,y + K.) by Hamgl gnd Mahony.(ZOOO). Thg approgch here Is slightly
simpler in implementation, and relies on simple estimates of
1/'/ — Kp)" + de; (24) pose.
‘ \/1 — K2y? — 2K, K,y — Kfy-z' Thex motion of the helicopter is related to thengle, and
similarly they motion is related to thg angle. A backstep-
Similarly ad—x controller of the form can be used to gen-ing controller can be used to control these angles to control

erate the:, input thex andy motions of the helicopter. The use of a small angle
) ) assumption ony in thex term, and a small angle assumption
U = Koy — 0) + Kao(6s — 0) (25)  onginthe term of eq. (19) gives
where X = u, COS¢ Siné (28)
0, = arcsin—K ,x — K;x) ¥ = —u; COS¢ Sinr.
K, x + K&

6, = — ) (26) The detailed derivation of the controllers is given in the Ap-
\/1 — K2x2 — 2K K xx — K2x2 pendix. After simplifications of the above equations, this leads
to a backstepping controller far-6 of

The altitude and the yaw, on the other hand, can be con-

trolled by PD controllers Uy = 1 (=5x — 10% — 9u, Siné cosg
K ) KnE— ) 1, COSH COS¢
8 pi&g — 2 a1Zag — 2 . -
= 27 —4u,6 cosb co 6<siné co
Uy c0s0 CoSY (27) 0 _ _S¢>+u1” _S¢>
+2u,¢ Sin6 sing + u;,6¢ coss sing

us = Kyo(py — @) + Kaio(dy — $).

Figure 3 shows the quadrotor simulation, where it moves
from (40, 20, 60) to the origin with initial zero yaw and tilt ~ This controller controls the input,, and therefore angle
angles. 0, in order to controlk motions. To develop a controller for

—u106 oSO Sing — w1 sind cose). (29)
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Fig. 4. Simulation model.

motion along the-axis, similar analysis is needed. This le
to a backstepping controller fgr= control given by

A T T il i 3wkt

ugzm(—Sy—loy—Qulsinwcoap E ’ i | 1 .
—4u 1 COSY COSP + u1r? siny cosg a ’
+2u14 SiNY SiNg + uyy ¢ cosy sing W S :
—uy i COSY SiNg — uyh? siny cosg). (30 B i L

The sequential derivation of the backstepping conti

involves finding suitable Lyapunov functions, and there 1 P’ ¥’

the controllers are guaranteed to exponentially stabiliz i B E

helicopter. The altitude and the yaw, on the other hanc g 5

be controlled by PD controllers given in eq. (27). If tf - . %

controllers are placed in eq. (19), this gives - T 5 T T
7=Kpn(za—2) + Kn(za — 2) Fig. 5. Backstepping controller simulation results.
¢ = Kyo(¢s — ) + Kaola — ). (31)

Therefore, the proposed controllers exponentially stabilize the

helicopter. F <y <AF

The proposed controllers are implemented on a MATLAB ~Fuas/m = uy < AF, 0 /m

Simulink simulation as shown in Figure 4. The helicopter —2F,0 /1 S up < 2F, /1

modelis based on the model given by egs. (3)—(5). The follow- —2F,../l <uz < 2F,,./1 (32)

ing values are used for the simulation. The force-to-moment —2CF,.. <us <2CF,,..

ratio, C, was found experimentally to be 1.3. The length be-

tween rotors and center of gravity, was taken as 21 cm.  The simulation results in Figure 5 show the motion of the

The inertia matrix elements are calculated with a point masgiadrotor from position (20, 10, 100) to the origin, while

analysis ag, = 0.0142 kg m3, I, = 0.0142 kg m and reducing the yaw angle from20° to zero. Figure 6 represents

I, = 0.0071 kg ni. The mass of the helicopter is takenthe motion of the quadrotor during this motion.

as 0.56 kg. The drag coefficients are takenCas= 0.6, The controller is strong enough to handle random errors

C, = 0.6, andC, = 0.9. Gravity isg = 9.81 m s?. that simulate the pose estimation errors and disturbances, as
In reality, thrust forces are limited. Therefore, the maxishown in Figure 7. The error introduced emmndy has vari-

mum thrust is taken as 10 N, and the inputs are limited by ance of 0.5 cmand the error ghas variance of 2 cm. The yaw
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o
il i
o

. s " pow -
Fig. 6. Backstepping controller path. Fig. 8. The effect of the delay on the simulation.
X vs time Y vs time Zvs time tem, this problem has to be included in the model. Usually,
50 50 200 .
the frame rate of many cameras is 20-30 Hz. A frame rate
150} of 15 Hz will be used for the overall sampling rate of this
£ £ E | sensory system. Figure 8 shows the results of the simulation,
z 0 N ast - w = 100 L
g g g where thex, y, andz positions are sampled at 15 Hz. The
50 controllers are robust enough to handle the discrete inputs. A
simple comparison of the plots shows that discrete sampling
0 10 o % 10 20 % 1o 2  causes an increased settling time.
time (s) time (s) time (s)

Considering the methods introduced in Section 3, the
feedback linearizing controllers have the disadvantage of
complexity. The controllers generated usually involve higher

derivatives, which are sensitive to sensor errors. The results
%WWWWN on PD controllers depend on the correct selection of g&ins

and K,. Considering the settling time, and the ability to per-

teta vs time psi vs time phi vs time

T

o
=)

50

o
=)

angle (deg)
o

angle (deg)
o

angle (deg)
o

-50 -50 -50 form with noisy or delayed data, the backstepping controllers
are much better than the PD controllers. Moreover, the back-
0 e 0 e 0 mew ° stepping controllers are guaranteed to exponentially stabilize

the helicopter.

Fig. 7. Backstepping controller simulation with random noise

t ] 1 Ky d | : i i
atx, y, z, andg values 4. Pose Estimation

Control of a helicopter will not be possible if its position and

orientation are not known. The position and orientation of
variance is 1.5 The helicopter moves from 100 to 150 cmthe helicopter with respect to a known reference frame are
while reducing the yaw angle from 3t zero. The mean and required for the controllers in order to generate the control
standard deviations are found to be 150 and 1.7 cmp ford  inputs and the motion trajectories. Also, for surveillance and
2.4 and 10.1 for ¢, respectively. remote inspection tasks a relative position and orientation de-

One of the biggest problems in vision-based control is thection is important. This may be the location of the landing

fact that the vision system s not a continuous feedback deviqead with respect to the helicopter or the area of interest that
Unlike sensors that have a much higher rate than the visi@inspected. For these tasks, a vision system can be used to
updates, such as an accelerometer or potentiometer, the rqadvide position and orientation information.
ings (images) have to be captured, transferred, and analyzedThe purpose of the pose estimation is to obtain the rel-
Therefore, to simulate the discrete nature of the feedback sydive position and orientation of the helicopter with respect
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Fig. 11. Two-camera pose estimation method using a pair of

- ground and on-board cameras.
1 .r'

[ L)

L. 4
4.1. Two-camera Pose Estimation Method

-. .. The two-camera pose estimation method involves the use of

two cameras that are set to see each other. One of the cameras
is located on the ground and the other is an on-board camera

. looking downwards. This method is useful for autonomous
r-——C‘J—-—— take-off or landing, especially when the relative motion in-
— formation is critical, such as landing on a ship at rough seas.
Colored blobs of 2.5 cm radius are attached to the bottom of
Fig. 10. Quadrotor tracking with a camera. the quadrotor and to the ground camera, as shown in Figure 11.
A blob tracking algorithm is used to obtain the positions and
areas of the blobs on the image planes. Tracking two blobs
on the quadrotor image plane and one blob on the ground
to a ground frame using vision. Our goal is to obtain th@nage frame is found to be enough for accurate pose estima-
pose from vision rather than complex and heavy navigatiahn, To minimize the error as much as possible, five blobs are
systems or global positioning system (GPS). Previous Wop{aced on the quadrotor and a single blob is located on the
on vision-based pose estimation utilizes monocular views g¢ound camera. The blob tracking algorithm tracks the blobs
stereo pairs. The two-camera pose estimation method ped returns image valués,, v,) fori = 1...6.

posed in this section uses a pan/tilt/zoom ground camera andrhe cameras have matrices of intrinsic parameferand
an on-board camera, which are set to see each other. A,. Letw; € R® be a unit vector, and, an unknown scalar.

The pose estimation can be defined as: finding the rotatiqihe unit vectorw, from each camera to the blobs can be
matrix, R € SO(3), defining the body-fixed frame of the found as
helicopter with respect to the fixed frame located atthe ground _ . .
camera frame and the relative positipre R®, which is the w; = inv(A).[u; v 1, w; = wi/norm(w;)
position of the helicopter with respect to the ground camera, for i =1,3,4,56 (33)
as well as velocitie®) andV in real time.

In this section, we introduce the two-camera pose estima-
tion algorithm, and compare it in simulations to other posket L, be the vector pointing from blob 1 to blob 3 in Fig-
estimation algorithms. ure 11. Vectorsi, andws are related by

J)z = inU(Az).[Mz 1) 1],, 17)2 = ﬂ)z/norm(ﬁ)z).
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Thus, the estimated rotation matrix will Be= Rot (w0, x
. Wy, 8)-Rot (W1, ). Euler anglesd, 8, v) defining the orienta-
AsWs = My + RL,, (34)  tion of the quadrotor can be obtained from rotation mafix,

In order to find the relative position of the helicopter with
respect to the inertial frame located at the ground camera
frame, we need to find scalaks, fori = 1...6. A, can be
found using eq. (35). The other values {., A3, A4, As, Ag)
can be found from the relation of the blob positions

where A, and A; are unknown scalars. Taking the cross
product withw; gives

)\,1(17)3 X J)l) = Rza X 17)3. (35)

This can be rewritten as - - >
)»,»wi = )\.111)1 + RL, (44)

(i3 x 1) x (RL, x i) = 0. 36) y . .
L; isthe position vector of thith blob in the body-fixed frame.
In order to solve the above equation, let the rotation matriko reduce the errorg, values are normalized using the blob
R be composed of two rotations: the rotationtoflegrees Separationf.
around the vector formed by the cross-producioBndw,, The center of the quadrotor will be
and the rotation of degrees around,. In other words
X = [2aws(1) 4 Aaiba(1) + Asths(1) + rews(1)] /4

R = Rot (@, x iz, 6) - Rot (i, @), BN Y =[haha(2) + Aaa(D) + AsiDs(2) + roiie(2)] /4

whereRot (@, b) means the rotation df degrees around the  Z = [*sw3(3) + A4wa(3) + Asths(3) + Aewe(3)] /4. (45)
unit vectora. The value ob can be found from the dot product
of vectorsw, andw,: 4.2. Comparing the Pose Estimation Methods

6 = a cos(i; - ). (38) The proposed two-camera pose estimation method is com-
pared with other methods using a MATLAB simulation. Other
Alternatively, one can use the cross-productiefandw,, to  methods used were a four-point algorithm (Ansar et al. 2001),
solved angle. The only unknown leftin eq. (36) isthe angle a state estimation algorithm (Sharp, Shakernia, and Sastry
Rewriting eg. (36) gives 2001), a direct method that uses the area estimations of the
blobs, and a stereo pose estimation method that uses two
(w3 x W) x (W3 X (Rot (W1 x Wy, 0) - Rot (1, ®))L,) =0.  ground cameras that are separated by a distance
(39) In this simulation, the quadrotor moves from the point (22,
22,104)to (60, 60, 180) cm, whilé (v, ¢) changes from (0.7,
0.9, 2)to (14, 18, 40) degrees. A random error up to five pixels
s - - - - was added on image values, to simulate the errors associated
M = (s x ) x {5 x [R(ws x e, )]} (40) with the blob extractor. A random error of magnituti2 was
Using Rodrigues’ formulaRor (wy, &) can be written as ~ also added to the blob area estimates on image plane.
The errors are calculated using angular and positional dis-
Rot (wy, ) = | + W Sina + w;°(1 — cosa). (41) tances, given as

Let M be given as

Pre-multiplying eq. (41) wittM and post-multiplying it with g = | JOg(R™ - R ||
L, gives the simplified version of eq. (39) €pos =l p— P I - (46)

M- L,+sina-Mi - L,4+(1—cosa)-M - (@,)%- L, = 0.

(42) Rt and p*’ are the estimated rotational matrix and the

position vector. The angular error is the amount of rotation
about a unit vector that transfeRsto R®s",

In the simulation, the helicopter and blobs moved accord-
ing to the path given. The projection of those points on the
B.-C+ /(B2 - CZ—(AZ+ B?) - (CZ— A?)) image plane are corrupted with random errors and the result-

AZ 1 Be . ing image values are used at each step to estimate the pose
(43) for each method; the results are compared. The comparison
of the pose estimation methods and the average angular and

One problem here is that € [7/2, —x /2], because of positional errors are given in Table 1.
the arcsin function. Therefore, one must check the unit vector It can be seen from Table 1 that the estimation of orientation
formed by two blobs to find the heading, and pick the corred$ more sensitive to errors than position estimation. The direct
a value. method usesthe blob areas, which leads to poor pose estimates

This is a set of three equations in the formAtosa +
B sina = C, which can be solved by

o = arcsin
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Table 1. Comparison of the Angular and Positional Errors - syrengths of ground-based and on-board estimation methods

of Different Pose Estimation Methods in obtaining the best estimate of the quadrotor’s pose.

Method Angular error Position error
(degree) (cm) 5 E .

Direct 10.2166 1.5575 - Experiments
Four point 3.0429 3.0807 The proposed controllers and the two-camera pose estima-
Two camera 1.2232 1.2668 tion algorithm have been implemented on a remote-controlled
Linear 4.3700 1.8731 battery-powered helicopter as shown in Figure 14. It is a
Stereo 6.5467 1.1681 commercially available model helicopter called HMX-4. It

is about 0.7 kg, 76 cm long between rotor tips, and has about
3 min flight time. This helicopter has three gyros on board
to enhance stability, by providing damping on the rotational
. Efec of basedisiance ohange | motion of the quadrotor. An experimental setup shown in Fig-
ure 15 was prepared to prevent the helicopter from moving
too much on the—y-plane, while enabling it to turn and as-
cend/descend freely.

We used off-the-shelf hardware components for the sys-
tem. The computers processing vision are Pentium 4, 2 GHz
machines with Imagination PXC200 color frame grabbers.
Images can be captured at 640480 resolution at 30 Hz.
The cameras used for the experiments were a Sony EVI-D30
pan/tilt/zoom color camera as the ground camera, and a tiny
CCD color camera as the on-board camera. The pose estima-
tion algorithms depend heavily on the detection of the fea-
tures, in this case color blobs on the image. When consider-
ing color images from CCD cameras, there are several color
spaces that are common, including RGB, HSV, aidV .
S e The YUV space has been chosen for our application. The

0 1 2 S el 6 7 8 gray-scale information is encoded in thehannel, while the

color information is transmitted through ttie and vV chan-
Fig. 12. Effects of baseline distance change on pose estinitg/s- Color tables are generated for each color in MATLAB.
tion at the stereo method. Multiple images and various lighting conditions have to be
used to generate the color tables, to reduce the effect of light-
ing condition changes. The ability to locate and track various
blobs is critical. The blob tracking routines return the image
coordinates of all color blobs as well as the sizes of the blobs.
due to noisy blob area readings. Based on the simulations, Wean track up to eight different blobs at a speed depending
can conclude that the two-camera method is more effectiem the camera, computer, and frame grabber. Our system can
for pose estimation, especially when there are errors on ttrack the blobs at about 20 Hz.
image plane. For the stereo method, the value of the baseline isvision-based stabilization experiments were performed us-
important for pose estimation. Figure 12 shows the effects ofg the two-camera pose estimation method. In these experi-
the baseline distance change on the estimation. As the baseliments, two separate computers were used. Each camera was
distance approaches three times the distance between blobsnected to a separate computer, which was responsible for
(6L), the stereo method appears to give good estimates. Tperforming blob tracking. PC 1 was responsible for image
need for a large baseline for stereo pairs is the drawback mfocessing of the on-board camera and the information then
the stereo method. Placing a stereo pair that has big baselirensferred to PC 2 via the network. PC 2 was responsible for
on a mobile robot is not desirable. the ground panl/tilt camera image processing and control, as

The two-camera method is powerful for estimating the poseell as the calculation of the control signals for the helicopter
of a flying vehicle. Basically, the position of the quadrotor cagontrol. These signals were then sent to the helicopter with
be estimated very well from the ground-based camera, andemote control device that uses the parallel port. The rotor
the orientation (rotation) of the quadrotor can be estimatespeeds are set accordingly to achieve the desired positions and
very well using the on-board camera on the quadrotor, andéentations. The system block diagram is shown in Figure 13.
central blob seen by the ground camera. The reason behind théel'he backstepping controllers described in Section 3.4
effectiveness of the two-camera method is that it combines thwere implemented for the experiments. Figure 16 shows the

Position and Orientation errors of stereo method
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Fig. 14. Quadrotor helicopter.

Fig. 15. Experimental setup.
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Fig. 16. Results of the height, y, and yaw control experi-
ment with the two-camera pose estimation method.

results of the experiment using the two-camera pose estima-
tion method, where heighg;, y, and yaw angle are being
controlled. The mean and standard deviations are found to be
106 and 17.4 cm fog, —25.15 and 10.07 cm fox, —7.57

and 9.51 cm fory, and 4.96 and 18.3 for ¢, respectively.

The results from the plots show that the proposed controllers
do an acceptable job despite the pose estimation errors and
errors introduced by the tether.

6. Conclusions and Future Work

In this paper we have presented pose estimation algorithms
and non-linear control techniques to build and control au-
tonomous helicopters. A novel two-camera method for heli-
copter pose estimation has been introduced. The method has
been compared to other pose estimation algorithms, and has
been shown to be more effective especially when there are
errors on the image plane. Feedback linearization and back-
stepping controllers have been used to stabilize and perform
output tracking control on the two-dimensional and three-
dimensional quadrotor models. Simulations performed on
MATLAB Simulink show the ability of the controller to per-
form output tracking control even when there are errors on
state estimates. The proposed controllers and the pose estima-
tion method have been implemented on a remote-controlled,
battery-powered model helicopter. Initial experiments on a
tethered system have shown that the vision-based control is
effective in controlling the helicopter.

One of the drawbacks of the vision system is that it is not
reliable when the lighting on the scene changes. Similarly,
GPS is not reliable in certain locations, such as indoors, near
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trees or near tall buildings. Therefore, it is better to use mul- Fori = 1, letz; = x; andz, = x, + x4, thenx, = z, — z4.
tiple sensors as much as possible to overcome limitations of Integrating these give$; = z, — z; andz, = X, + X;.
individual sensors. One possibility is to investigate methods A Lyapunov function of the formy, = (1/2)z,2, gives
to reduce the errors on the feature detection. For indoor envi- .
ronments, an indoor GPS system can be built to increase the Vi=—z’+ 212, (54)
reliability of the system. Also

A quadrotor helicopter can be teamed up with a ground
mobile robot to form a heterogeneous mars_upial robotic team _ U1Cy S, + X2 = fo+ X3 = fo = u1Cy Sy, + X2 — X3
(Murphy et al. 1999), where the quadrotor rides on the mobile (55)
robot for deployment in the field. By placing a camera on top
of the mobile robot, mobility will be introduced to the two- Fori = 2, define
camerasystem. Moreover, a platform can be built to enable the
helicopter to take-off/land on the mobile robot. The ground 13 = X3 — @2 (56)
robot will be responsible for transportation, communication =23+ 0+ fo (57)
relay, assistance in landing and take-off with the camera, and
will provide assistance on computation of the visual informa@ne can use a Lyapunov function of the fori, = V; +
tion. Such functionalities will be useful for remote sensing(1/2)z2”.

chase, and other ground—air cooperation tasks. Let us pick

. ) . . az—z—z—fz—z—z—uCSX—x—}—x.
Appendix: Detailed Derivation of the S
Controllers

Then,z; becomes
In this appendix we give details of the derivation of the back-
stepping controller for the motions.
The equations of motions of the quadrotoroandy are

23 =21+ 22 + u1Cy Sy, + X2 = 2x, + 2x; + u1Cy S,,. (59)

_ V, becomes
given as
¥ = u,(cosg sind cosy + sing siny) 47) Vo= '~z + %ot (60)
6 =u, (48) Fori = 3,
$ = uy(sing siné cosy — cose siny) (49)
. T4 = X4 — O3 (61)
_ T2 2 2
From egs. (47) and (49), it is clear that theangle also Vs = Z(Zl IR 62

affects they motion, and similarly the) angle also affects
the x motion. In order to reduce this effect, we use a small. = . . . ;
angle assumption on thieangle in eq. (47), and a small angle ** = * tast fo =28+ 20+ unksCyCog — 1195y Ses.

assumption on the angle in eq. (49) to give (63)
¥ = uy SiNO COSY cosg (51) Then, f; becomes
¥ = —u, Sinyr cOSg. fs=2u,CyS,, + 2x; 4+ u1%3C,C, + X4 — uld.)Sd)ng' (64)
Let us design the—6 controller. Let the system be )
V5 becomes
X1 =X .
Xy = X Vs = _Z12 - 222 - Z32 + 2324- (65)
X3 =10 (52) Fori = 4,
X4 = 9
75 = X5+ 04 (66)
Then 1
. V4 = —(212 + Z22 + 232 + Z42) (67)
X1 = X2 2
)'Cz = M1C¢SX3
X3 = X4 (53) 24 = X4 — O3 (68)

Xq = Ua. where
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