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Abstract

In recent years, large neural networks for nat-
ural language generation (NLG) have made
leaps and bounds in their ability to generate
fluent text. However, the tasks of evaluating
quality differences between NLG systems and
understanding how humans perceive the gener-
ated text remain both crucial and difficult. In
this system demonstration, we present Real or
Fake Text (RoFT), a website that tackles both
of these challenges by inviting users to try their
hand at detecting machine-generated text in a
variety of domains. We introduce a novel eval-
uation task based on detecting the boundary
at which a text passage that starts off human-
written transitions to being machine-generated.
We show preliminary results of using RoFT to
evaluate detection of machine-generated news
articles.

1 Introduction

Despite considerable advancements in building nat-
ural language generation (NLG) systems that can
output extremely fluent English text, there is still
not very much understanding of how humans per-
ceive machine-generated text. Such an understand-
ing is crucial both to evaluate improvements in
NLG systems and to analyze the societal ramifica-
tions of machine-generated text becoming increas-
ingly easy to produce.

When evaluating NLG systems, it is considered
standard practice to ask evaluators to rate generated
text on criteria such as fluency, naturalness, or rel-
evance to a prompt on a Likert scale (van der Lee
et al., 2019). Preference studies, where a rater is
shown two generated excerpts and asked which one
they prefer, are also common. Some recent work
has focused on the detection problem: how capable
are humans of distinguishing textual excerpts gen-
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Figure 1: A word cloud of common words that annota-
tors used to describe why they thought sentences were
machine-generated.

erated by a system from those written by another
human (Ippolito et al., 2020; Zellers et al., 2019).

However, due to the prohibitive cost of running
human evaluation studies, most prior work in this
area has been rather limited in scope. For example,
analyses usually show results on only a single cate-
gory of text (news articles, stories, webtext, etc.).
This could be problematic since different domains
have different levels of named entities, world facts,
narrative coherence, and other properties that im-
pact the success of NLG systems. In addition, most
papers only evaluate on a very limited selection of
decoding strategy hyperparameters. Holtzman et al.
(2019) and Ippolito et al. (2020) both show that
the decoding strategy chosen at inference time can
have a significant impact on the quality of gener-
ated text.

In this work, we introduce the Real or Fake Text
(RoFT) system, a novel application for simultane-
ously collecting quality annotations of machine-
generated text while allowing the public to as-
sess and improve their skill at detecting machine-
generated text.



In RoFT, we propose to use the task of detect-
ing when text is machine-generated as a quality
criterion for comparing NLG systems. Following
Ippolito et al. (2020), we make the counter-intuitive
assumption that theworseannotators are at detect-
ing that text is machine-generated, thebetterwe
can say that NLG system is at generating text.

In RoFT's detection task, annotators are shown a
passage of text one sentence at a time. The �rst sev-
eral sentences are from a real human-written text
source and the next several sentences are a machine-
generated continuation. The user's goal is to guess
where the boundary is. When they think that a sen-
tence is machine-generated, they are asked to give
an explanation for their choice, and afterwards the
true boundary is revealed.

In the remainder of this paper, we discuss why
we think this task is interesting from a research per-
spective and describe the technical details behind
our implementation. We show preliminary results
that showcase the types of analyses that are possi-
ble with the collected data, and �nally we discuss
plans for future work.

The RoFT website is located athttp://www.

roft.io/ . The source code is available un-
der an MIT License athttps://github.com/

kirubarajan/roft .

2 Research Motivations

The purpose behind RoFT is to collect annotations
on the scale needed to probe the quality of text
generated under a variety of NLG conditions and
systems. In this section, we describe three research
questions we aim to answer using RoFT data.

2.1 Length Threshold for Detection

State-of-the-art generative models tend to produce
text that is locally �uent but lacking in long-term
structure or coherence. Intuition suggests that �u-
ent NLG systems ought to produce text that is high
quality for long durations (measured in number of
sentences). As such, we are interested in using the
the boundary detection task—whether annotators
can detect the boundary between human-written
text and a machine-generated continuation—as a
comparison method for NLG systems. We hypoth-
esize that for better quality systems, the generated
text will be able to fool humans for more sentences.

2.2 Text Genre/Style

Generative language models have now been trained
and �ne-tuned on a great diversity of genres and
styles of text, from Reddit posts (Keskar et al.,
2019) and short stories (Fan et al., 2018) to
Wikipedia (Liu et al., 2018) and news articles
(Zellers et al., 2019). Each of these datasets has
its own distinct challenges for generation; for ex-
ample, in the story domain it is acceptable for a
generator to make up facts while this would be un-
acceptable in a Wikipedia article. We are interested
in how these differences might impact the ability
of humans to detect machine-generated text.

2.3 Reasons Text is Low Quality

A study by van der Lee et al. (2019) found that
less than 3% of recent papers on NLG ask for free-
text comments when performing human evalua-
tions. And yet, understanding why humans think
text is low quality can be very important for diag-
nosing problems in NLG systems (Reiter and Belz,
2009). Therefore, the RoFT platform collects free-
form textual explanations from our annotators on
their decisions. Such data, though inevitably noisy,
could provide insights into the types of errors that
NLG systems introduce, the types of errors humans
are sensitive to, and even the types of errors human-
written corpora contain (when a rater inadvertently
predicts that a human-written sentence is machine-
generated).

2.4 Human Factor

The boundary detection task posed by RoFT is
an arti�cial one. We do not expect that real-world
uses of machine-generated text would involve a tidy
split of prompt sentences followed by a machine-
generated continuation. However, we believe that
even an arti�cial framing such as RoFT's has both
the potential to educate the public on what to look
for in machine-generated test and give researchers
insights into how humans perceive and react to such
text. We are in particular interested in whether
annotators improve over time and in how demo-
graphic (for example, paid crowd worker vs. uni-
versity student) impacts detection skill.

3 System Overview

This section gives an overview of RoFT's design,
including the task that annotators are asked to com-
plete and methods for encouraging organic traf�c.

http://www.roft.io/
http://www.roft.io/
https://github.com/kirubarajan/roft
https://github.com/kirubarajan/roft


3.1 Task De�nition

The RoFT annotation task is posed as a game.
Users �rst choose which category they would like
to play in, where different categories correspond
to different text domains or NLG systems. The
“game” then consists of a series of rounds. Each
round starts with the user being presented a single
sentence that is guaranteed to be human-written.
For example, this might be the �rst sentence of a
New York Times article. Afterwards, users may
select to display more sentences, one at a time. At
each step, they must decide if they believe that the
most recent sentence is still written by a human.
When the user decides they are con�dent that a ma-
chine has written the most recent sentence (i.e. they
have found the “boundary sentence”), the round
ends. The user is then asked to provide a natural
language explanation of what prompted their deci-
sion. In essence, the annotators' goal is to identify
the exact sentence where a machine “takes over”
and the text is no longer human-written. Figure 2
gives screenshots of the �ow of a single round.

3.2 Implementation

The RoFT annotation website is designed to col-
lect data needed to answer a variety of research
questions, including those posed in Section 2. In
particular, our system stores detailed metadata for
each annotation. These include the order in which
a user completed annotations, the type of user ac-
count associated with each annotation (e.g. paid
worker or organic traf�c), the NLG system used to
produce each generation, and the amount of time
each annotation takes. The system was developed
in Python using the Django Framework and a SQL
database. The use of a relational database enables
sophisticated queries to be made on the collected
annotations for analysis. We plan to make dumps
of the database available to other researchers to
further promote research into the evaluation of gen-
erated text.

3.3 Gami�cation

Since the cost of collecting human annotations via
a crowd platform such as Amazon Mechanical Turk
can be prohibitively expensive for large studies, we
aimed to build the RoFT website in a manner that
would encourage sustained participation without
the need for a �nancial incentive.

Each user has a Pro�le page (shown in Figure
3) where they can see statistics on the total number

Figure 2: The user interface for annotation.


