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ABSTRACT 
Voice assistants have sharply risen in popularity in recent years, 
but their use has been limited mostly to simple applications like 
music, hands-free search, or control of internet-of-things devices. 
What would it take for voice assistants to guide people through 
more complex tasks? In our work, we study the limitations of the 
dominant approach voice assistants take to complex task guidance: 
reading aloud written instructions. Using recipes as an example, we 
observe twelve participants cook at home with a state-of-the-art 
voice assistant. We learn that the current approach leads to nine 
challenges, including obscuring the bigger picture, overwhelming 
users with too much information, and failing to communicate af-
fordances. Instructions delivered by a voice assistant are especially 
difcult because they cannot be skimmed as easily as written in-
structions. Alexa in particular did not surface crucial details to 
the user or answer questions well. We draw on our observations 
to propose eight ways in which voice assistants can “rewrite the 
script”—summarizing, signposting, splitting, elaborating, volun-
teering, reordering, redistributing, and visualizing—to transform 
written sources into forms that are readily communicated through 
spoken conversation. We conclude with a vision of how modern 
advancements in natural language processing can be leveraged for 
intelligent agents to guide users efectively through complex tasks. 
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1 INTRODUCTION 
Voice assistants have become very popular in recent years, turning 
what was once science fction into an everyday reality. As voice 
assistants have matured, they have started to be used in cases of 
growing complexity and nuance, like helping researchers perform 
procedures in the lab [9] and individuals with cognitive disabilities 
perform self-care activities at home [10]. In many cases, voice assis-
tants have the potential to make information more accessible, but 
they remain used primarily for simple tasks: Ammari et al. [3] found 
that the predominant uses of Amazon Alexa and Google Home are 
centered around features like music, hands-free search, and control 
of internet-of-things devices. Furthermore, voice assistants have 
been critiqued for their limited ability to carry on conversations 
with the same fexibility that we expect from conversations with 
people [42]. It seems like we have not yet discovered the recipe for 
supporting longer-form interactions with a voice assistant. 

In this paper, we explore how voice assistants can efectively 
support one kind of longer-form interaction: guiding users through 
complex tasks. From lab procedures to recipes, people frequently 
work on tasks that could beneft from hands-free, eyes-free guid-
ance. Most voice assistants currently guide users through complex 
tasks by reading aloud written instructions one step at a time with 
few modifcations. This approach benefts from the widespread 
availability of written instructions, but instructions written for the 
page do not always transfer well directly to audio. Adapting in-
structions into audio-friendly forms is important for all intelligent 
agents that communicate through spoken conversation, even those 
with smart displays or other visual output modalities. 

To learn more about the limitations of this approach to complex 
task guidance, we conducted an observational study of 12 individu-
als using recipes as an example. These participants, representing 
a range of cooking skill and enthusiasm for experimenting with 
voice assistants, worked with Amazon Alexa to prepare recipes 
of varying complexity. The results of this study are an account 
of 9 challenges users face when following a recipe with Alexa: 
missing the big picture, information overload, fragmentation, time 
insensitivity, missing details, discarded context, failure to listen, 
uncommunicated afordances, and limitations of audio (see Table 2). 
The core source of these challenges seemed to be the inability to 
navigate through a recipe with Alexa as easily as they would have 
been able to skim through a written one. Since Alexa dictated steps 
one at a time, some crucial details further along in the recipe were 
nearly impossible to fnd or anticipate. Alexa did not surface these 
details to the participants or answer questions well, either. It even 
failed to respond to participants’ attempts to interact with it on 
many occasions, whether or not they used the wake word. 
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We suggest addressing these challenges by designing voice as-
sistants to “rewrite the script”: adapt written instructions into a 
form that is easier to follow in hands- and eyes-free settings. In our 
discussion, we outline a set of capabilities involved in rewriting 
the script: summarize, signpost, split, elaborate, volunteer, reorder, 
redistribute, and visualize (see Table 3). These capabilities revolve 
around ways that voice assistants can rearrange information to 
communicate more efectively with their users. Furthermore, many 
of these capabilities are already possible with the current state of 
natural language processing research, especially in task-oriented 
dialogue, event reasoning, and commonsense reasoning. Given 
the complementary advances in natural language processing and 
human-computer interaction, science fction continues to become 
a reality at a fast pace. We conclude with a vision of what it might 
mean for this kind of voice assistant to become part of that reality. 

2 BACKGROUND AND RELATED WORK 
In this section, we review research that ofers insight on designing 
voice assistants for complex task guidance, including voice assistant 
design, instruction design, and task interfaces. 

2.1 Designing Voice Assistants 
The human-AI interaction community has developed several sets 
of guidelines for designing good voice assistants. In their landmark 
paper, Amershi et al. [2] propose eighteen heuristics for designing 
AI-infused systems, including that they should indicate what they 
can do and how well they can do it. Notably, voice assistants are 
known for not communicating their afordances well [48]. Although 
voice assistants are relatively new, early work in the 1990s warned 
that voice interfaces should be “designed from scratch, rather than 
directly translated from their graphical counterparts” [59, 60]. Sher-
wani et al. [49]’s later work on VoicePedia echoes this warning: this 
voice user interface (VUI) mimicked Wikipedia’s graphical user in-
terface (GUI) as closely as possible and was rejected in user studies. 
Since then, contemporary researchers have tackled voice interface 
design in a new way: transforming existing resources specifcally 
for audio rather than treating VUIs as spoken GUIs [36, 37]. We 
follow Murad and Munteanu [35]’s lead in establishing usability 
principles for voice interaction from the ground up. 

Additional guidance for designing voice assistants focuses on 
their abilities as conversational agents. Langevin et al. [30]’s heuris-
tics for conversational agents emphasize the need to guide users 
through the available afordances without overwhelming them. 
Clark et al. [16] dive even deeper into the meaning of a good con-
versation, suggesting that conversational agents concentrate on 
functional rather than social goals. Völkel et al. [54] similarly fnd 
that envisioned conversational agents were just social enough to 
support highly interactive, multi-turn conversations while helping 
users with a task without becoming a “friend.” The design space 
for conversational agents is large and complex since users can 
communicate a wide range of intents in many ways [14, 64] and 
contexts, like while driving [31]. Our work focuses on cooking with 
a voice assistant, reiterating the need to make afordances clearer 
and support long-form conversations for complex task guidance. 

2.2 The Design of Instructions 
Previous fndings in instruction design and cognitive science can 
help inspire the design of voice interfaces for complex task guid-
ance. One classic result in cognitive science famously suggests that 
working memory is limited to “seven, plus or minus two,” items 
[33]. This implies that instructions should limit the amount of in-
formation that a user has to keep track of at a time. Following 
instructions delivered over audio poses unique challenges because 
verbal instructions are processed by the phonological loop in the 
brain [21]. While the phonological loop is faster and more fexi-
ble than the structures for visual processing, the information in it 
decays more rapidly [21]. Voice assistants need to be particularly 
strategic about the level of detail provided in any one instruction 
to respect the limits of our neurobiology. 

Prior work suggests some techniques to ofer instructions that 
are mindful of these limits. Simply replacing written text with spo-
ken text—the primary approach to complex task guidance through 
voice assistants—is not necessarily the right approach since it has 
led to detrimental efects in some studies [51]. Rather than reciting 
text verbatim, one approach is to present concrete, well segmented 
instructions to help users perform unfamiliar tasks [26]. Regardless 
of delivery format, concrete procedures have been shown to im-
prove immediate performance while abstract procedures help with 
learning and transfer [22]. Instruction formats can also embrace 
minimalism, an approach introduced by Carroll [11] that focuses 
on learning skills as needed rather than all ahead of time. In our 
study, we focus on how written text may need to be transformed for 
audio-frst interfaces given these insights on cognitive processing, 
concreteness, and minimalism. 

2.3 Intelligent Cooking Support 
Our paper focuses on recipes as one type of instruction that voice 
assistants may help users follow. The human-computer interaction 
community has broadly explored the design of interfaces to support 
cooking, many of which intersect with the goals of our work. Chang 
et al. [13]’s RecipeScape, for instance, helps users interactively 
browse a collection of recipes. Other tools help people follow along 
with recipes, such as Kosch et al. [29]’s digital cooking coach, which 
provides in situ auditory and visual feedback on a cook’s tasks. In 
a more immersive scenario, Sato et al. [46]’s MimiCook and Chen 
et al. [15]’s “smart kitchen” embed step-by-step instructions and 
nutritional information into kitchen counters and screens. Some 
interfaces allow users to navigate through video recipes with their 
voices, which requires voice assistants to understand a range of 
intents [64]. Our work explores how users navigate through audio 
recipes as a case study on voice interaction for any complex task. 

2.4 Complex Task Support 
Along with cooking, the human-computer interaction community 
has envisioned many ways to help people accomplish a wide variety 
of tasks by augmenting their workspaces [39, 47] and devices [55]. 
Conversational agents that provide instructional support—like Vitro, 
a voice assistant that guides researchers through cell culturing pro-
cedures [9]—are particularly relevant to our work. Iris, on the other 
hand, is a text-based conversational agent that chains together sim-
ple commands to perform complex data science tasks [23]. Prior 
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Figure 1: Study setting. Participants followed recipes of their 
choice with the help of Amazon Alexa (Echo Dot, circled on the 
right). Participants were observed at home and encouraged to cook 
however felt natural as we observed, only occasionally asking clar-
ifying questions. We flmed the session with a camera on a tripod 
out of the way of the kitchen. 

research has also indicated the nuance involved in helping users 
navigate sets of instructions with a voice interface. Abdolrahmani 
et al. [1] propose that voice assistants in complex environments 
like an airport provide support through short transactions. Other 
work has suggested that interfaces should support multiple kinds 
of pauses and jumps [14], handle implicit conversation cues [53], 
and support jumps according to both conventional navigation in-
structions and content-based anchors [64]. Our paper contributes a 
detailed exploration of the challenges involved in following audio-
frst task guidance and suggestions to overcome them. 

3 METHODS 
We designed an observational study to understand how voice as-
sistants can efectively guide people through complex tasks, using 
recipes as an example. We recruited participants to choose and pre-
pare recipes at home while being guided by a voice assistant (see 
Figure 1). We aimed to answer the following research questions: 

RQ1: What challenges do users face when following 
instructions to perform complex tasks given by a con-
temporary, state-of-the-art voice assistant? 
RQ2: What can be done to address these challenges 
in future voice assistants? 

Our goal was to clearly document the challenges in a way that 
led to concrete suggestions for solutions. To do this, we opted to 
perform an observational study with deep contextual elements. 
Even though our study is not a contextual inquiry according to the 
precise methodology described by Beyer and Holtzblatt [4, Chapter 
3]—participants were not using their own Alexa and they would not 
have performed the task without our intervention—we made heavy 
use of contextual elements in the design of the study: we observed 
participants in natural work settings (their homes) working on 
tasks they cared about (recipes of their own choice), with continual, 
incremental interpretation of observations during and after the 
task. Our hope was that this contextual approach would lead to 

ID Selected Recipe Self-Rated Prior Use 
Skill 

C1 Steaks with Blue Cheese Butter daily 

C2 Eggless Red Velvet Cake weekly 

C3 Sesame Pork Milanese < monthly 

C4 Honey Garlic Chicken Wings < monthly 

C5 Teriyaki Salmon monthly 

C6 Seafood Marinara never 
C7 Honey Soy-Glazed Salmon never 
C8 Sausage and Veggie Quiche daily 

C9 Egg Biryani weekly 

C10 Herb-Roasted Salmon with weekly 
Tomato-Avocado Salsa 

C11 Lebanese Chicken Fatteh never 
C12 Ground Beef Bulgogi weekly 

Table 1: Participants. Participants were mostly graduate students 
and chose a wide variety of recipes to prepare. They represented a 
range of cooking skill (“Self-Rated Skill” on a 5-point Likert scale) 
and frequency of voice assistant usage (“Prior Use”). 

deep, validated, actionable design inspiration while being possible 
to arrange in a way that a full contextual inquiry would not be. 

3.1 Technology Probe 
Participants in our study interacted with Amazon Alexa to prepare 
their recipes. We chose to study Alexa because it was, to our knowl-
edge, the state of the art in hands-free, eyes-free voice interaction. 
Furthermore, one of the authors of this paper had prior experi-
ence working with Alexa for the Alexa Prize Taskbot Challenge, 
which made us aware of its capabilities for similar tasks [41]. We 
also chose an audio-only device to focus on the design of spoken 
communication, which voice assistants of all kinds need to support. 

We originally used a Wizard-of-Oz approach to represent an 
idealized version of a voice assistant, but we converged on using 
Alexa instead because of the challenges associated with developing 
a realistic, idealized voice assistant for study settings. Existing 
tools for changing a human’s voice to sound more robotic were 
inappropriate for our goals because most real-time voice changers 
were designed for humor. Attempting to type responses fast enough 
to use text-to-speech technology introduced an unnatural 5-to-10– 
second delay. Our own tests with Alexa revealed that it already 
provides sophisticated support for complex task guidance, including 
quickly answering questions with external information, that we felt 
we could not rival with a WOZ’d prototype. We therefore decided to 
explore the challenges associated with modern devices and suggest 
areas for improvement, as revealed by our observational study. 

3.2 Participants 
Participants were recruited from an institution-wide graduate stu-
dent email newsletter at the University of Pennsylvania. We chose 
to scope recruiting to within our university community because we 
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Figure 2: Instructions annotated with user suggestions. At the end of each cooking session, cooks were asked to mark up printed copies 
of the original recipes that they had just prepared with Alexa. Cooks indicated content they wished Alexa had changed for a better audio 
script, including skipping extra information (see the strikethrough and “TMI” for “too much information,” C3), providing more details (“on �
each side or total?” C3), splitting long steps into multiple shorter substeps (see the “ ” mark, C3), and grouping ingredients into categories 
(see the ingredients above the line annotated with “BREADED SEASONING,” C4). 

would be observing participants at home. This ensured that partici-
pants would be within traveling distance and have some personal 
connection to the research team, which we believed would make 
the session more comfortable for participant and researcher alike. 

Readers of the newsletter were asked to complete a prelimi-
nary questionnaire to indicate their interest, background related to 
cooking, and prior use of voice assistants. We sampled participants 
according to two criteria: (1) whether they were available during 
daytime hours, which we anticipated would make the at-home ob-
servation more comfortable, and (2) whether they helped us achieve 
a wide coverage of cooking and technical experience. 

The selected sample of participants varied a great deal in cook-
ing skill and familiarity with voice assistants (see Table 1). Since 
participants would be completing a task while interacting with a 
sophisticated piece of technology, we selected for diversity in both 
areas to learn about a fuller range of experiences. On a 5-point 
Likert scale (where 5 indicated a great amount of skill), fve par-
ticipants reported their cooking skill at a level of 2 or below, fve 
participants reported 4 or above, and two participants reported 
exactly 3. Participants also used voice assistants with varying levels 
of frequency, with two using them daily, four weekly, one monthly, 
and fve less than monthly. Some were excited to experiment with 
voice assistants, with seven rating their excitement at 4 or 5 out of 
5 on a Likert scale; four participants were less excited at a 2 or 3. 

As a result of the recruiting method, most cooks were graduate 
students (67% Master’s, 25% Ph.D.), with the exception of C5, who 
was a software engineer. Eight of the twelve participants answered 
questionnaire items about their demographic information.1 Of these 
eight, 63% self-identifed as female and the rest (37%) as male. Ages 
ranged between 22 and 30 years old, with a median age of 23.5 
years old. 37.5% reported their race as Caucasian/European/White, 
37.5% East Asian, 12.5% South Asian, and 12.5% Southeast Asian. 
Except for one cook who described herself as “intermediate,” all 
respondents described themselves as “profcient” in English. 

1The question for race was adapted from the 2022 Computing Research Association 
Annual Survey. The question for ability status was adapted from the Voluntary Self-
Identifcation of Disability provided by the United States Department of Labor. 

3.3 Procedure 
Once selected, a participant was asked to complete a few steps 
to prepare for their cooking session. First, they downloaded the 
Amazon Alexa app and used it to search for the recipe they wanted 
to cook. They were required to use the Alexa app because it was the 
only way to ensure that the recipe they chose would be supported 
by the device. The participant then shopped for the ingredients 
before the research team arrived for their session. Participants 
were inevitably able to see the recipe ahead of time to purchase 
ingredients, so we asked them to minimize the amount of the recipe 
they read in advance to reduce the likelihood that they would come 
to the study with signifcant prior knowledge. 

We met the participant at home at the scheduled time to observe 
them as they cooked. We briefed them on the study procedures 
and asked them for their consent to participate. We then set up our 
equipment. In most cases, we used a fourth-generation Amazon 
Alexa Echo Dot, which was the newest screen-less Alexa device. 
Occasionally, the Echo failed to connect to the internet, so we used 
the Amazon Alexa iOS app on an iPhone 12. Lastly, we set up a 
camera to record the cooking session and debrief interview. 

We started the session with a brief overview of how to use 
Alexa: navigating to the next step, backtracking to the previous step, 
and jumping to a specifc step. We encouraged them to ask Alexa 
questions and interact with it however felt natural. The participant 
then prepared their dish with Alexa. As the participant cooked, the 
research team observed and asked occasional clarifcation questions 
to understand critical incidents. We encouraged everyone to think 
aloud if they felt comfortable, but most seemed to think aloud only 
a handful of times during each session. 

The participant was asked to complete two remaining activities 
after fnishing their recipe. First, we conducted a semi-structured 
interview to learn more about their experience during the session, 
including what was easy and difcult about working with Alexa and 
their willingness to follow a recipe with a voice assistant again on a 
5-point Likert scale. Second, the participant was asked to annotate 
a printed copy of their recipe, indicating changes to Alexa’s audio 
script that could have improved their experience (see Figure 2). We 
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Steaks with Blue 
Cheese Butter (C1)

Eggless Red Velvet Cake (C2) Sesame Pork 
Milanese (C3)

Honey Garlic 
Chicken Wings (C4)

Teriyaki Salmon (C5) Seafood Marinara (C6)

Honey Soy-Glazed 
Salmon (C7)

Sausage and Veggie 
Quiche (C8)

Egg Biryani (C9) Lebanese Chicken 
Fatteh (C10)

Herb-Roasted Salmon with 
Tomato-Avocado Salsa (C11)

Ground Beef Bulgogi (C12)

Figure 3: Completed dishes. Cooks prepared a variety of dishes of their choice following the guidance of a voice assistant. These dishes 
varied in complexity: some required interaction with the voice assistant for many steps (i.e., C2’s eggless red velvet cake), while others 
involved just a few (i.e., C12’s ground beef bulgogi). 

reviewed the annotated recipe and their thought process with them. 
Finally, we debriefed the participant and concluded the session. 
Participants were compensated with a gift card amounting to the 
cost of ingredients and an additional $100 USD. 

3.4 Analysis 
Our study yielded four kinds of data: audio and video recordings, 
researcher notes, questionnaire data, and annotated paper recipes. 
We used Rev.com to transcribe audio recordings. Notes, transcripts, 
and annotated recipes were analyzed with a thematic analysis ap-
proach [7, Chapter 5]. One author developed a set of codes during 
an open coding pass, reviewing all of the data. Another author 
reviewed the codes and all accompanying excerpts. Then, both 
authors revised the set of codes into a fnal schema. Codes were 
grouped into categories roughly corresponding to the 9 challenges 
in Section 4. The former author applied this schema to the data in 
an axial coding pass, which was validated by the latter author. 

To analyze counts of events (such as the number of navigation 
requests), transcripts were analyzed once more. The author who had 
originally defned the set of codes created a code book of event types, 
along with examples and brief written descriptions of each one. 
Two authors then applied this code book to every conversational 
turn in two transcripts. The boundaries of the conversational turns 
were determined by the transcribers at Rev. After showing high 
agreement on all codes, one author applied the code book to the 
remaining transcripts (see Appendix Table 4). 

4 RESULTS 
This section presents an overview of the participants’ interactions 
with Alexa, followed by 9 key challenges they encountered while 
being guided through their recipes (see Table 2). To ground our 
results in the task at hand, we refer to participants as “cooks” 

with pseudonyms C1–12.2 Quotes from participants are sometimes 
lightly edited for brevity and clarity. 

4.1 Overview 
Cooks followed recipes ranging in familiarity, complexity, length, 
and cultural origin, adding to the richness of their experiences 
beyond self-reported cooking skill and frequency of using voice 
assistants. Most recipes were entrées, with two being baked goods 
(C2, C8) (see Figure 3). Of the 12 cooks, 6 reported being unfamiliar 
with their recipe, 1 reported moderate familiarity, and 4 reported 
being familiar. Cooks followed an average of 8 steps per recipe 
(� = 2.9, min = 3, max = 11). Recipes may have included more than 
this number of steps: as noted in Section 4.2, cooks sometimes 
ended their sessions too early because they were unaware that 
there were additional steps that Alexa had not yet read. Cooking 
sessions ranged from 15 minutes to just over an hour. 

Cooks typically interacted with Alexa dozens of times while com-
pleting their recipes. While cooks shared similar patterns of navi-
gating through recipes, they diverged in patterns of information-
seeking. The most common request was to advance to the next 
step or ingredient, with cooks requesting to advance an average of 
13.6 times per session (� = 7.8, min = 4, max = 31). Cooks moved 
backwards or jumped from step to step less often: they requested to 
backtrack an average of 0.5 times per session (� = 0.8) and jumped 
to a specifc instruction an average of 5.3 times (� = 5.0). Cooks 
frequently asked Alexa to repeat itself—4 times on average—with 
some asking more often (� = 5.0). As we discuss in Section 4.3, fre-
quently requesting Alexa to repeat a step usually implied that cooks 
were feeling overwhelmed by the amount of information they were 
receiving. Cooks asked many questions on average (� = 7.4) but 
varied more widely on this than with any other request (� = 8.3). 

2Video and audio data from C6’s session are omitted due to technical issues. 
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# Challenge Description Representative Observation 

1 Missing the Big Picture Lacking awareness of what 
the recipe entails or what 
steps remain. 

“Alexa maybe could give me the bigger picture in the introduction. ‘This 
is basically what we are going to do, and let me guide you through, step by 
step.’ ” (C10) 

2 Information Overload Too much information is 
provided by the voice 
assistant at once. 

C3 requested that this step be repeated twice: “Step 2. Heat a large skillet 
over medium-high heat. Add the ground beef, breaking up with a spoon. 
Cook until browned, about fve to seven minutes. Drain of excess grease. 
When you’re ready, say ‘repeat’ or ‘next step.’” 

3 Fragmentation Information is broken up in 
a way that makes it difcult 
to act upon. 

“All of the garnishing, [Alexa] told me them in three diferent steps . . . So 
I had to stand there, wait for it to say it, and then be like, ’Alexa, next 
step, previous step, previous step.’” (C9) 

4 Time Insensitivity Time-sensitive directions 
are delivered after they are 
needed. 

“A lot of information that I think is really important is time. . . like pre-
heating the oven . . . If you’re not preparing [preheating or thawing] that 
ahead of time, then either you’re gonna be waiting 20 minutes or you’ll 
just be going ahead with whatever, cold meat or something which will 
cook slower.” (C1) 

5 Missing Details Useful details are left out of 
the recipe. 

C11 requested the bolded text be added to the instructions. “In the same 
pan, heat the remaining 1 Tbsp olive oil on medium heat. . . Cook until 
the juices run clear. If chicken is not consistent thickness, consider 
cutting into chunks.” 

6 Discarded Context Answers are based on 
external resources instead 

C2: Alexa, how much vinegar do I need? 
Alexa: From “reference.com,” most medical studies suggest taking no 

of the recipe. more than two tablespoons of vinegar before a meal. 

7 Failure to Listen The voice assistant does not 
respond to requests or 
interruptions. 

“Alexa, what should I do with the sausage? [11 seconds pass while C8 
chops onions]. . . She ignored me.” 

8 Uncommunicated 
Afordances 

The voice assistant is not 
clear about its features. 

“You cannot expect it to answer any questions you ask. You need to think, 
‘Okay, I have this problem, and in what way it can assist me.’” (C7) 

9 Limitations of Audio Desiring visual information 
or afordances. 

“It would also be nice to have a visual image of what the sauce is supposed 
to look like, or the chicken.” (C4) 

Table 2: Challenges arising from instructions dictated in audio-only format. 

Requests of all kinds occurred throughout the session, rather than 
exclusively at the beginning or end (see the timelines in Figure 4). 

Before and after each session, we asked cooks to report on a 5-
point Likert scale how likely they would be to use a voice assistant 
to follow a recipe in the future. Most (7 of 12) cooks responded 
to this item in the pre-study questionnaire, yielding a median of 
4 out of 5 (� = 0.9). These same cooks reported a half-point drop 
in willingness after their sessions (median = 3.5, � = 1.2). When 
including all cooks who responded at the end of their session (12 of 
12), their median willingness dropped a half point more (median = 3, 
� = 0.97). Only one cook (C5) reported being more willing to use 
a voice assistant for recipe guidance after completing the study. 
These drops may have been infuenced by the challenges described 
in the following sections. 

4.2 Missing the Big Picture 
When following a recipe with Alexa, cooks often felt they were 
missing the “big picture.” With a conventional written recipe, cooks 
can skim it beforehand to familiarize themselves with the steps 
they need to follow and the order they need to be followed in. With 
Alexa, there was no comparable way to skim. Cooks could listen 
to the recipe as a whole before beginning to follow it, but very 
few chose to do so because it is time-consuming. This led to an 
experience where, as C8 described, “everything was a suprise.” 

Because of this, one of the most requested features was the ability 
to get an overview of a recipe. One cook called this the “bigger 
picture” (C10). Five cooks explicitly mentioned that they would 
have liked some kind of overview of the contents of a recipe. Most 
of these cooks envisioned a summary that could be stated at the 
beginning of the recipe. C9, for instance, sketched out a summary 
she would have wanted to hear, which included a list of equipment, 
a distillation of the 11 steps into 3 “major steps” divided by wet 
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Figure 4: Timelines of cooking sessions with Alexa. Dots represent requests that cooks made to Alexa; colors of dots represent the 
type of request they made. These timelines reveal a diference between navigation and information-seeking while using a voice assistant: 
although cooks usually navigated through recipes by requesting the next step, rarely going backwards or jumping directly to a specifc step, 
they difered widely in how often they asked for additional information. C11 in particular asked many questions throughout her session 
while C5 asked none. 10 events are omitted from the records of C8 and C9 due to transcription issues. 

and dry ingredients, and a list of preparatory steps to be performed 
in advance of the recipe. C12 described an overview as consisting 
of about a sentence per step, and C1 desired the ability to “scroll 
through the whole recipe” ahead of time. 

Particularly long or involved steps could have used overviews 
of their own. C1, for instance, described how he would have liked 
a brief description of a step, and the step after, before starting the 
current step: 

If there was a concise summary, like, “Add the cheese, 
add the pepper, cream the butter again. Next you will 
be preheating the pan and turning the oven on.” A 
little snapshot of where you’re going next. What the 
next turn is in the directions. 

Cooks sometimes wanted a better sense of how far they had 
progressed in the recipe. C3 described this as understanding “where 
you are in the context of all the steps.” Without a clear sense of 
progress, some cooks were confused when they eventually reached 
the end of the recipe. After Alexa narrated the fnal step and became 
silent in his session, C10 exclaimed, “So that’s it? Alexa, is that 
the end of the recipe?” C10 was not the only one to experience 
this confusion: C3 asked for what she called a “The End message” 
because she “wasn’t sure if the last step was the last step.” Even 
more crucially, fve of eleven cooks missed the last step without 
knowing there was more to be heard. Luckily, in these few cases, 
the fnal step was either able to be inferred or had little consequence 
toward completing the recipe, but this information still appeared 
in the original script and they were not made aware of it. 

4.3 Information Overload 
When instructions appear in print, cooks have control over how 
much to read and when. When instructions are delivered by audio, 
this control is considerably diminished. A voice assistant necessarily 
makes decisions about how much of the instructions to read at a 

time, and these decisions may be poorly calibrated to users. Alexa’s 
approach was to read instructions one step at a time. These steps 
were defned by the authors of the original recipe, so they they 
varied a great deal in their complexity. While many steps were 
short, simple, and memorable, others called for cooks to perform 
many disparate actions, making use of many ingredients. 

This led a few cooks to explicitly describe their preference to 
hear simpler instructions. C3 wished for shorter steps, rather than 
“multiple sentences within a step and having to repeat.” C5 similarly 
desired that Alexa could “[break a longer step] down into steps like 
the same way they do recipe ingredients.” By default, Alexa read 
the ingredients in pairs. It sometimes segmented long steps into a 
couple of sentences, but this did not seem to be enough. 

Beyond these two cooks, many seemed to struggle with remem-
bering the instructions that were read aloud. One indication that 
the instructions were too long to remember is that cooks frequently 
asked Alexa to repeat instructions. Every cook asked Alexa to re-
peat at least one step. Across all sessions, cooks requested that 
Alexa repeat a step an average of 4 times per session. Given that 
recipes had an average of 8 steps, a sizeable portion of requests 
were repetitions. Repetitions were requested for 26 diferent steps, 
with cooks requesting at least two repetitions for 13 steps and at 
least three for 5 steps. Some of these steps contained quite a few 
details, like one that C10 asked to have repeated: 

Step 7. Put the avocados in a large bowl and gently 
toss with the tomatoes, lemon juice, shallots, 
two tablespoons oil, half teaspoon salt, and the 
reserved herbs. Transfer to a serving bowl. 

This instruction refers to seven ingredients (two of them with 
accompanying measurements), two pieces of equipment (large bowl 
and serving bowl), and three separate actions (putting, tossing, and 
transferring). We can understand why, when read all at once, a step 
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like this requires repetition: it contains many individual details, 
some of which must be recalled precisely. 

Post-hoc analysis of the repeated steps suggests that cooks were 
more likely to request repetitions for steps that were more complex. 
We observed a correlation between the number of repetitions and 
various aspects of complexity of an instruction, including the num-
ber actions a cook was asked to perform, the number of ingredients 
they needed to use, and the number of words and sentences all in 
a single step. On average, steps that were repeated had 1.1 addi-
tional actions, 1.2 additional ingredients, 10 additional words, and 
0.7 additional sentences compared to those that were not repeated. 

Another indication that the steps were too complex is that cooks 
explicitly indicated many steps they would have liked to split up 
in their annotations of printed recipes. Six cooks indicated at least 
one step that they wished had been further divided. Some of these 
steps were truly immense, representing many individual actions, 
like this step that C3 would have liked to split into six component�
steps (as indicated by “ ”): 

Pound the pork chops with a meat mallet or a heavy�
skillet until about 1/4 inch thick: season with salt � �
and pepper. Put the four in a shallow baking dish. 
Whisk the eggs, 1/2 teaspoon sesame oil and a pinch�
each of salt and pepper in a second dish. Put the �
panko in a third dish. Working with 1 chop at a 
time, coat in the four and then dip in the egg, shaking 
of any excess; frmly press both sides in the panko. 

A voice assistant cannot always control how recipes are written, 
so it may need to guide users through instructions like the one 
above. It can, however, control how it processes information before 
delivering it. Voice assistants should play an active role in chunking 
information into steps that are easier for users to follow. 

Many sources of information overload came from too many steps 
being presented at the same time, but Alexa sometimes described a 
single step in too much detail. Some instructions stated the obvious: 
C5 indicated that he did not need Alexa to tell him to “place salmon 
in an ovenproof pan” before baking it, maybe because he could have 
inferred it from context. In other cases, the steps included tips that 
the cook felt they did not need. C6, for example, reported that she 
would have preferred skipping suggestions for washing clams and 
mussels; C3 wished Alexa had omitted a suggestion to test if a pan of 
oil had heated up enough by tossing a breadcrumb in and watching 
it sizzle. Five cooks annotated printed copies of their recipes in a 
way that suggested information should have been left out. Along 
with splitting and chunking complex steps, voice assistants can 
identify extraneous information—which may depend on individual 
preferences—and omit it from the instructions altogether. 

4.4 Fragmentation 
Delivering details in the right place is especially crucial when a 
recipe cannot be read but only heard. In our study, information was 
often fragmented across the recipe. A cook reading a recipe can 
search for information across the page at their own pace. A cook 
listening to one is dependent on the voice assistant to do the same. 

Information about ingredients was particularly fragmented in 
our study: the amount of each ingredient to use was often present in 
the ingredients list but missing in the step that used it. In one case, 

C4’s recipe called for “1 tablespoon butter,” “1 tablespoon garlic,” 
and “1 tablespoon ginger,” but the step that combined them simply 
said to “melt the butter and add the garlic and ginger.” This was 
already the sixth step of the recipe, so C4 had probably forgotten 
the quantities of the ingredients—in fact, she asked Alexa to tell her 
some of them at this point. In total, seven of eleven cooks explicitly 
asked for the amount of an ingredient at some point while cooking. 

Recipes are often written in this style, perhaps to save room 
on a page, but details are lost when voice assistants directly read 
the instructions without redistributing key information. This also 
leads to a variety of challenges because cooks may follow the same 
instructions in diferent ways: some portioned out the ingredients as 
they heard them in the beginning, while others completely skipped 
the ingredients list because they assumed, incorrectly, that Alexa 
would give them all the information they needed later. 

Without awareness of steps to come, ambiguity about the number 
of ingredients sometimes led to deviations from the recipe. C9’s 
recipe called for onions in two diferent steps. Unaware of this fact, 
she used all of her onions in the frst step that called for them. When 
she arrived at the next step, she had no more onions to use. 

Beyond providing all relevant details when they are needed, 
cooks also felt that some instructions could be combined to make 
them easier to perform. C9’s recipe asked her to prepare the pan 
and fry an onion, then add cashew nuts and raisins, and fnally 
add whole clove, cardamom pods, bay leaf, and cinnamon stick. 
She saw these three consecutive steps in her recipe as substeps 
of the same action, so she wished that they had been described 
together. In another session, C4 wished that ingredients in her 
recipe were grouped by the part of the dish they were used to make 
(i.e., seasoning, sauce, fried chicken, and toppings). Voice assistants 
will need to act as users’ eyes when reading instructions for them, 
picking up information that has been fragmented across the page 
and presenting it together at the right time. 

4.5 Time Insensitivity 
Recipes are often full of time-sensitive information that, if not prop-
erly anticipated, lead to problems with completing them correctly 
and on time. With written recipes, cooks commonly scan the text to 
discover and plan for such time-sensitive steps. However, cooks in 
eyes-free settings do not have the same luxury. Some cooks in our 
study found themselves in awkward situations where they could 
have benefted from information that was delivered too late. 

In some cases, cooks ended up wasting time that was supposed 
to be used to complete multiple tasks in parallel. Alexa told C2, 
for instance, to “cool the cakes in the pan for fifteen minutes 
and then turn the cakes on a rack to cool completely.” About 
an hour later, after waiting for the cakes to cool completely as 
instructed, C2 asked for the next step: “While the cakes cool, make 
the buttercream.” C2 was supposed to start the buttercream far 
before she had, but she had no idea without Alexa warning her or 
helping her preview the next step. Similarly, C3 could have started 
preparing a side salad while frying her pork, but she waited to 
fnish the current step before asking for the next. 

Some cooks anticipated the need to prepare for later steps but 
still struggled to fnd time-sensitive information. C1 and C8, for 
example, realized early on in their sessions that they would need 
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to preheat the oven. When asking Alexa directly for the proper 
settings did not work, they settled for repeatedly asking for the 
next step until they found the information. Voice assistants can 
help users anticipate time-sensitive steps by surfacing them to the 
beginning when remixing instructions. 

4.6 Missing Details 
In addition to providing details too often or in unhelpful places, 
Alexa sometimes excluded information that would have helped 
cooks. In particular, Alexa often excluded parenthetical information 
from the original written recipes. One recipe read, “In a medium 
bowl, whisk together All-Purpose Flour (1 1/2 cups),” but Alexa 
omitted “(1 1/2 cups)” when reading the “script” aloud. Alexa already 
seems to “rewrite the script” in some ways, but this particular 
approach increased fragmentation. Every cook who experienced 
these omissions wished Alexa had not left this information out. 

Other times, Alexa excluded details about how ingredients should 
be prepared even though the ingredients list often included this 
information. For example, when one ingredients list called for “1 
Tbsp Fresh Ginger, crushed,” Alexa left out “crushed.” This is doubly 
problematic when this information does not appear anywhere else 
in the recipe, like in C9’s case. C9’s written recipe for egg biryani 
called for “5 eggs, boiled,” but Alexa excluded the word “boiled” 
when reading aloud the ingredients list. The rest of the recipe never 
stated to boil the eggs, either. C9 knew ahead of time to boil the 
eggs because she had glanced at the ingredients list online while 
grocery shopping: Alexa failed on all counts to inform her of the 
proper preparation for the eggs. Another user relying completely 
on Alexa may have cracked the eggs in or overcooked the rest of 
their dish while waiting to boil the eggs in the middle of the recipe, 
especially if they were less familiar with egg biryani. 

In extreme cases, omitting parts of the original recipe led to a 
mistake that could not be reversed. C11, for instance, was preparing 
a two-part dish consisting of seasoned chicken and a yogurt sauce. 
Alexa told her to pour the sauce over the chicken as part of the 
last step but skipped an author’s note at the bottom of the page 
that suggests storing the chicken and sauce separately if saving 
the dish for later. C11 was dismayed when she discovered the note 
while annotating the printed copy at the end of the observation 
session. The serving size of the dish had been much larger than 
expected—another case of missing the bigger picture—and she had 
wanted to save the leftovers for another time. Two other written 
recipes had similar notes at the end, which Alexa did not read aloud. 
All cooks who discovered omitted author’s notes on paper recipes 
expressed that they would have liked to hear them while cooking. 

Cooks also noted that they would have benefted from a voice 
assistant adding some details beyond the original recipe. This would 
be especially helpful for cooks who are unfamiliar with a dish or less 
experienced with cooking. C11 was not familiar with the Lebanese 
chicken fatteh recipe she had chosen. After cooking, she annotated 
her recipe with additional details she would have appreciated Alexa 
adding while guiding her (see boldface text): 

In the same pan, heat the remaining 1 Tbsp olive oil 
on medium heat; add the chicken breast to the pan 
and season with the garlic powder, coriander, thyme, 
paprika, and salt and pepper to taste. Cook until the 

juices run clear. If chicken is not consistent thick-
ness, consider cutting into chunks. 

These clarifcations help make assumptions about how to perform 
tasks more explicit. Three other cooks (C3, C11, C12) annotated their 
recipes with similar clarifcations, including whether rice should 
be “al dente” or fully cooked and whether one or both sides of a 
pork chop should be cooked for the stated amount of time. Voice 
assistants with advanced general knowledge and commonsense 
reasoning skills can do more than just read instructions aloud: they 
can make them even more informative at the same time. 

Cooks frequently asked questions to uncover these hidden de-
tails, including which type of grater to use for carrots (C3), whether 
a regular skillet could be used instead of nonstick (C3), how to 
achieve a certain consistency with sauce (C4), what a reduction 
was (C7), what deglazing a pan meant (C8), how long it takes to 
cook rice al dente (C9), and what a saucepan was (C11). These ques-
tions represent a wide range in cooking experience, which afects 
whether including certain information clears up the big picture or 
overloads users with information. Providing the right information 
adapted for each user and and answering questions well while de-
livering the recipe could make working with voice assistants even 
more powerful than following instructions alone. 

4.7 Failure to Listen 
When cooks tried to interact with Alexa, it often failed to respond. 
Surprisingly, Alexa often failed to respond even when cooks ad-
dressed it in the recommended way: by prefxing their requests with 
the wake word, “Alexa.” In fact, it failed to respond to six cooks who 
addressed it with the wake word, and fve cooks faced this issue 
at least three times. This failure to respond was a stumbling block 
for conversation, with cooks waiting an average of 4.6 seconds 
(min = 2s, max = 9s) before trying the same request again. This led 
one cook to suggest that Alexa did not “hear properly” (C8). 

Cooks faced even more trouble when addressing Alexa without 
the wake word. This may seem like a user error, but the real issue 
may be that Alexa is not well tuned to the way cooks naturally 
want to address it during longer-form, multi-turn interactions. The 
vast majority—eight of eleven—of cooks addressed Alexa without 
the wake word at least once. These failed requests caused a delay 
as well, with cooks waiting an average of 3.5 seconds (min = 1s, 
max = 5s, outlier = 28s) before repeating the request with the wake 
word. Cooks may have been particularly confused because Alexa 
actually did not always require the wake word at all. Rather, after 
dictating a step, it would “listen” for follow-up requests for a few 
seconds before turning the microphone of. During this period, 
users can interact with Alexa without the wake word, but it was 
not always obvious that Alexa was ready for new requests. C8 even 
remarked, “I don’t know where or when [to use the wake word] so I 
just call her name every time.” Alexa did light up while listening, but 
visual cues may be invisible or unclear during eyes-free interaction. 

Alexa failed to respond to a wide variety of requests, including 
continue, repeat, next, start over, and answer a question, many of 
which were basic navigation requests that were unambiguously 
intended for the voice assistant. Features for interactions without 
wake words, like “conversation mode” on the new Amazon Alexa 
Echo Show 10, may help reduce the friction of following instructions 
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with a voice assistant if it can clearly indicate when it is listening 
and successfully respond when prompted. 

Another source of friction in cooks’ conversations with Alexa 
was its failure to respond to interruptions. Overall, cooks seemed 
hesitant to interrupt Alexa, even during a very long step. The few 
times a cook did try to interrupt it, Alexa did not always respond. A 
small minority of three cooks tried to interrupt Alexa at all during 
their sessions, most often to stop it in the middle of providing 
an obviously irrelevant answer to a question they had asked (see 
Section 4.8). This was particularly frustrating when Alexa’s answers 
were verbose. In the words of C11, “When I asked her a question 
and she just, like, launched into a thing, I felt like there was no 
way to get her to stop. Maybe I’m just not loud enough, or maybe I 
didn’t try, but [Alexa’s answer] was just very, very long. And I was 
like, ‘All right, I just have to ride this out.’” 

4.8 Discarded Context 
Perplexingly, Alexa seemed to forget about the recipe when cooks 
asked it a clarifcation question. It seemed to answer questions by 
searching for external references instead, like in this exchange: 

C3: Alexa, how much four? 
Alexa: From cooksinfo.com, if you are making bread 
in North America, some suggest three parts all 
purpose flour to one part cake flour. . . 

This exchange is representative of a pattern we observed for 
fve cooks (twelve times total), in which a cook asked a question 
that they wished to have answered from the recipe, but Alexa an-
swered by referring to an external reference (i.e., “From <URL>...”, 
“According to an Alexa Answers contributor...”). Even more per-
plexingly, Alexa occasionally provided a response that sounded 
plausible without saying that it was from an external source: 

C1: Alexa, how long do I need to bake the cake? 
Alexa: It is recommended to bake cake in the 
oven for 30 minutes to 35 minutes at 350 degrees 
Fahrenheit and to rest for 10 minutes. Bake until 
cake is golden. Test the cake by inserting a 
toothpick. If the toothpick comes out clean, your 
cake is done. 

This exchange clearly deviates from the original recipe. It calls 
for the oven to be heated to 350°F (rather than 325°F, as instructed 
by the original recipe), recommends cooking for 30–35 minutes 
(rather than 35–40 minutes), and suggests baking until the cake is 
golden (the participant was baking a red velvet cake, which would 
not have turned golden no matter how long it was cooked). Neglect-
ing to indicate that it is deviating from the recipe is especially risky 
when the response sounds plausible. Cooks who experienced this 
issue were asking about a variety of details from the original recipe, 
including quantities of ingredients, types of ingredients, substitu-
tions, baking temperature, seasoning options, and planning (i.e., 
when to start preheating an oven). Future voice assistants could 
default to answering questions by extracting information from the 
source recipe before turning to external sources. 

Regardless of context, Alexa struggled to answer questions in 
general. Of the 71 questions asked across sessions, two thirds re-
ceived answers that we believe were obviously unsuitable. Along 
with mistakenly turning to external resources, Alexa sometimes 

misunderstood the intent of a cook’s question, like when it at-
tempted to set a reminder when C10 asked it to “remind” him of 
how many tomatoes he needed. Greater awareness of the kinds of 
questions users tend to ask during the task completion process can 
help voice assistants answer them more helpfully. 

4.9 Uncommunicated Afordances 
Even though best practices in human-AI interaction recommend 
that AI-infused interfaces be clear about what they can do and how 
well they can do it [2], Alexa did not seem designed to make its afor-
dances for following instructions easily understood. Cooks learned 
that Alexa, in contrast to a human partner, required a certain way 
of making requests and asking for help. C7 initially communicated 
with Alexa as though it were a “real person” but ended up with a 
much more restricted perception of Alexa’s capabilities later on: 

I have to know how it processes my information, like, 
to talk with it as it can understand. . . Sometimes, in-
stead of asking direct questions, I may ask it to repeat 
the instructions and fgure it out myself. 

Despite Alexa’s eforts to communicate its numerous afordances 
for helping people follow step-by-step instructions, cooks were still 
unaware of many of them. This may have happened because Alexa 
did not inform the cooks of its relevant afordances at the right 
time. Furthermore, communicating afordances in an eyes-free set-
ting is not as simple as ambiently displaying them on a screen for 
users to discover on their own. When cooks were unaware of an 
afordance, they usually worked around it instead of experimenting 
through trial and error or trying to fnd it through documentation. 
In one instance, C4 did not try to ask Alexa questions about the 
recipe that required external information because she “thought that 
Alexa could only tell [her] what was in the recipe.” The discoverabil-
ity of afordances on audio-frst interfaces may rely on efciently 
informing users right when they need them. 

Another afordance that was not communicated well to users was 
Alexa’s behavior when reading ingredients. Rather than reading 
them all at once, Alexa read them in pairs with pauses in between. 
It advanced to the next pair of ingredients when requested. Two 
cooks were unaware of this behavior, which led to two diferent 
issues. C11 skipped the ingredients list altogether, anticipating that 
Alexa would read “a whole long list” without pauses. This made 
matters more difcult for her because she had to collect ingredients 
later as they were mentioned in the recipe. C9, in contrast, tried 
to listen to the ingredients list. When Alexa paused after the frst 
two ingredients, she seemed surprised and asked, “Is that all the 
ingredients it’s gonna give me?” 

Complicating matters, Alexa gave mixed signals about the avail-
ability of afordances, perhaps because of speech recognition issues. 
For instance, C8 asked Alexa for the instructions at the beginning 
of a recipe. Alexa responded with the statement, “That command 
is not supported right now,” even though it does in fact have this 
ability (and several other cooks used it successfully after a similar 
request). This cook understandably responded by asking, “Oh no, 
do I have to start again?” and then searched through Alexa’s recipe 
library for the same recipe to start over instead of retrying the 
request. Providing clearer error messages and suggestions for work-
ing through them could have helped C8 recover from this error, 
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Tuscan Butter Salmon 

Ingredients 

• Kosher salt 
• Freshly ground black pepper 
• 3 tbsp. butter 
• 3 cloves garlic, minced 
• 1 1/2 c. halved cherry tomatoes 
• 2 c. baby spinach 

• • • 

Step 2. Reduce heat to medium 
and add butter. When butter has 
melted, stir in garlic and cook until 
fragrant, about 1 minute. Add 
cherry tomatoes and season with 
salt and pepper. Cook until 
tomatoes are beginning to burst, 
then add spinach. Cook until 
spinach is beginning to wilt. 

Step 2. Next, you will cook the tomatoes and spinach with 
simple seasonings. Be ready to reduce the heat right after 
this step.

Finally, add the spinach. Cook until spinach 
is beginning to wilt.

summarize
signpost

redistribute
First, chop one and a half cups of cherry tomatoes and 
mince 3 cloves of garlic.

Reduce heat to medium and add 3 tablespoons of butter. 
When butter has melted, stir in garlic and cook until 
fragrant, about one minute.

Add cherry tomatoes and season with salt and pepper. 
Cook until tomatoes are beginning to burst, about five 
minutes. Would you like me to set a timer for the tomatoes?

reorder

split

elaborate
volunteer

visualize

script rewritten script

Figure 5: A sample transformation after “rewriting the script.” Among other changes, a set of instructions should be split into 
easier-to-follow chunks; information should be redistributed, with details appearing where they would be most useful; and the voice assistant 
should summarize and signpost to help users understand where they are in a procedure. An efective voice assistant for providing instructions 
will have to perform all of these tasks in a coordinated way to efectively provide task support. Example from Tuscan Butter Salmon 
recipe [34]. Photo of spinach by Jessica and Lon Binder on Flickr [5]. 

as recommended in prior research [30]. Altogether, these cooks’ 
experiences revealed that afordances will likely need to be more 
explicitly communicated by future voice assistants. 

4.10 Limitations of Audio 
We purposefully used an audio-only device for our study because 
we wanted to learn more about how voice assistants of all kinds can 
better communicate with their users. Although audio-only guidance 
has shown great promise in our observations, cooks sometimes 
wanted visual information as well. 

Cooks wanted visual information to help them assess if they had 
achieved the intended outcome of a step, like the proper consistency 
of cake batter (C2) or the doneness of fried chicken (C4). Cooks also 
described a number of situations that could be answered with visual 
information, like what size equipment to use (C10), how to execute 
a technique in a recipe (C8, C12), how fnely to chop an ingredient 
(C2), or the proportions of diferent ingredients in a mixture (C7). 
Some voice assistants can deliver this visual information through 
images or videos, but visual information does not necessarily need 
to be provided through visual output modalities. Verbally describing 
visual elements—like cooking chicken until it is no longer pink—can 
help voice assistants of all kinds communicate more efectively. 

Beyond information to help visualize their tasks, cooks some-
times wished they had the ability to skim through their recipes. 

Skimming written recipes would have been useful to plan for up-
coming steps (C11) or quickly recall details scattered throughout the 
instructions (C1, C4). Providing similarly efcient ways of “skim-
ming” through audio-frst content is not as obvious as delivering 
more content at a faster pace, at the risk of information overload. 
Displaying the instructions on a screen for users to scroll through 
should not be the fnal solution either, at least for eyes- or hands-
free settings. Cooks who wanted to skim through recipes usually 
verbalized this as reading, but the core of their request may be 
quickly absorbing information in some way, not necessarily us-
ing their eyes to do it. Out of all the challenges we discuss, this 
limitation of audio may require the most creativity to address. 

5 DISCUSSION 
In this section, we propose eight ways in which voice assistants can 
“rewrite the script” to transform written sources into more usable 
voice-based instructions. We conclude by considering the future 
role of voice assistants and relevant advances in natural language 
processing research for complex task guidance. 

5.1 Voice Assistants as Rewriters of Scripts 
We propose eight key capabilities that a “rewriter of scripts” should 
have, which are grounded in our observational study (Sec. 4). We 
believe these capabilities are especially suited to the current era 
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of computing given the recent advances in natural language pro-
cessing research (see Table 3). We ofer a concrete vision of what 
rewriting the script might look like in Figure 5, which includes: 

Summarize. Because listening does not currently aford skim-
ming as easily as reading, voice assistants should help users famil-
iarize themselves with the instructions by providing overviews at 
diferent levels (Sec. 4.2). Summarizing instructions as a whole, and 
particularly complex steps within them, would help users develop a 
sense of what the instructions entail and how to prepare for upcom-
ing tasks. Furthermore, advanced users could use these summaries 
instead of the original steps if they do not need detailed guidance. 

Signpost. Voice assistants can also provide more direct guidance 
by signposting. Contrary to a summary, a signpost tells the user 
where specifc information is or what commands they can use. 
Telling a user, for instance, that they are on “step 2 of 12” as opposed 
to just “step 2” can help them keep track of their progress within 
the big picture (Sec. 4.2). Alerting users of time-sensitive steps like 
preheating an oven can help them anticipate actions that need 
to be executed in parallel (Sec. 4.5). Finally, simply telling users 
what they can say to their voice assistant would go a long way in 
communicating afordances (Sec. 4.9). 

Split. To avoid burdening users with information overload, voice 
assistants can reduce the amount of information in each step of 
the procedure. Our study implied that simpler steps—containing 
fewer actions, materials, words, and sentences—were less likely to 
be repeated by users (Sec. 4.3). As a preliminary rule of thumb, we 
suggest splitting complex steps so that each step contains one main 
action. Additional actions within the same step should be small 
or tightly related to it. Voice assistants may need to insert more 
pauses when an instructions contains many parts, such as many 
diferent materials or additional implied substeps. 

Elaborate. Sometimes, voice assistants need to elaborate on 
small details. Voice assistants should also ensure that they do not 
omit important information (like crucial details in parentheses; 
Sec. 4.6). Some cooks in our study appreciated when implicit details 
were made explicit, like that tomatoes should be cooked until they 
are beginning to burst. Voice assistants should anticipate when addi-
tional details would beneft particular users, preferences, or levels 
of experience and provide them while delivering the instructions. 

Volunteer. Cooks in our study sometimes implied that they 
would appreciate more proactive voice assistants as opposed to 
strictly reactive ones. Proactively volunteering information can 
help users anticipate the currently uncommunicated afordances of 
voice assistants (Sec. 4.9). Voice assistants can continue ofering in-
formation about its afordances directly after a relevant interaction— 
i.e., telling a user they can say “repeat” to hear the current step 
again—and dive deeper into the content of the instructions—i.e., 
volunteering to set a timer or elaborate on an obscure technique. 

Reorder. Order matters in instructions. It is especially important 
to for time-sensitive tasks (Sec. 4.5). Instructions that depend on 
each other should be detected and stated far enough in advance 
that users can act upon them before too late. This may require 
splitting steps into multiple substeps or even alerting the user well 
before they begin the main part of the instructions—so they can 
thaw frozen ingredients before cooking, for example. 

Redistribute. When information is fragmented across a written 
procedure, voice assistants should group it back together. Informa-
tion in our study was particularly fragmented across the ingredients 
list and main instructions (Sec. 4.4). The ingredients list often con-
tained crucial information about the amount and preparation of an 
ingredient (“3 cloves garlic, minced”) without repeating it when it 
was needed (“When butter has melted, stir in garlic and cook until 
fragrant, about 1 minute.”).3 Redistributing this information, even 
if that means repeating it, would help users access information in a 
modality that is hard to search through. 

Visualize. Visual information can help ofset some of the lim-
itations of audio (Sec. 4.10). Voice assistants can provide this in-
formation in two ways. First and foremost, voice assistants should 
verbalize visual representations, like by suggesting the user to “cut 
potatoes into slices as thick as a pencil.” Multi-modal voice assistants 
can display an analogous visual on their screens after generating 
or querying for it. These multi-modal assistants should still take 
care to verbalize visual information because the screen is meant to 
complement voice interaction, not replace it. 

5.2 Limitations 
Our conclusions are limited in several ways. First, the challenges 
we identifed may not represent the full range of experiences of a 
broader population. The participants in our study were primarily 
college-educated, English-speaking young adults who were likely 
already aware of voice assistant technology. Second, our fndings 
may not apply to all voice assistants since we used one type of 
device. Finally, the challenges associated with recipes may manifest 
diferently in diferent types of instructions. Recipes tend to include 
many actions and materials (i.e., ingredients) in a single step, so our 
study may overrepresent issues of information overload. Examples 
of fragmentation related to ingredients lists are likely unique to 
recipes as well. Furthermore, recipes have lower stakes compared 
to safety-critical procedures like driving and surgery. Because taste 
is subjective, the outcome of a recipe is also more fexible, unlike 
building furniture or submitting legal documents. 

5.3 Future Work 
Our conclusions suggest directions in which the felds of human-
computer interaction (HCI) and natural language processing (NLP) 
can together provide more efective guidance for complex tasks. 

Within HCI, additional studies can further clarify what it means 
for a voice assistant to efectively rewrite the script by replicating 
our in situ methods with other voice assistants and types of instruc-
tions. These studies should take care to include participants who 
represent a greater range of ability status, language profciency, 
cultural origin, and age. Wizard-of-Oz studies would be especially 
informative for testing aspirational variants of voice assistants that 
can execute our suggestions as well. We also recognize that voice 
interaction can go beyond voice itself. Future studies can clarify the 
role of external displays and augmented reality in showing efective 
visuals at the right times to complement audio-frst instructions. 

In a cyclical fashion, our fndings resonate with and can further 
inspire research eforts within NLP. Many of the goals we describe 

3Examples from Tuscan Butter Salmon recipe [34]. 
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# HCI Goal Description Related NLP Tasks Selected Research 

Rewrite Adapt written instructions into a form 
more easily consumed over audio. 

Task-Oriented Dialogue, Text 
Simplifcation, Style Transfer 

Budzianowski et al. [8] 
Reif et al. [44] 
Wu et al. [56] 
Zhang et al. [62] 

1 Summarize Provide overviews of entire procedures 
and complex steps. 

Summarization (especially for 
procedural text) 

Gao et al. [24] 
Zhong et al. [65] 

2 Signpost Convey a user’s progress and how to 
navigate to desired information. 

Information Extraction, Event 
Reasoning 

Dalvi et al. [18] 

3 Split Segment complex steps into 
easy-to-follow substeps. 

Procedural Text, Event Reasoning Kim et al. [28] 
Lyu et al. [32] 
Zhang et al. [63] 
Zhou et al. [66] 

4 Elaborate Anticipate details the user wants 
without requiring them to ask. 

Information Extraction, 
Commonsense Reasoning 

Druck and Pang [19] 
Zhang et al. [63] 

5 Volunteer Proactively tell the user what 
afordances are available. 

Question Generation Tu et al. [52] 

6 Reorder Move time-sensitive steps to the point 
in instructions where users should 
begin to follow them. 

Event Reasoning, Event Duration 
Prediction, Goal-Step Reasoning, 
Temporal Ordering 

Kiddon et al. [27] 
Zhang et al. [61] 

7 Redistribute Repeat information that was 
fragmented in the written instructions 
whenever it is needed over audio. 

Hierarchical Event Reasoning, 
Semantic Similarity, Relational 
Knowledge 

Chandrasekaran and Mago [12] 
Speer et al. [50] 

8 Visualize Describe or show visual information to 
clarify techniques, materials, and 
intended results. 

Visual Goal-Step Inference, 
Text-to-Image Generation 

Ramesh et al. [43] 
Rombach et al. [45] 
Yang et al. [57] 
Yang et al. [58] 

Table 3: HCI goals and relevant work from NLP. We reference relevant work in Natural Language Processing that can help the 
Human-Computer Interaction research community achieve the 8 goals we describe in Section 5.1. 

in Section 5.1 can already be achieved by leveraging current ad-
vances in well known NLP tasks, especially task-oriented dialogue, 
summarization, event reasoning, commonsense reasoning, question 
generation, and text-to-image generation. To help unite the two 
felds, we summarize relevant NLP research in Table 3. Our obser-
vational study method is efective for more than just identifying 
user needs: it can be a robust, user-centered way of evaluating NLP 
contributions. Bringing many of these techniques together into a 
single system capable of producing coherent, easy-to-follow text 
can help voice assistants develop to maturity. 

5.4 Futures with Voice Assistants that Rewrite 
the Script 

Our work explores the design of voice assistants that guide users 
through complex tasks, even when the tasks are unfamiliar. Many 
solutions we propose for the challenges revealed by our observa-
tional study are already possible with current progress in natural 
language processing (NLP), as we discuss in Section 5.3. In this 

section, we consider what it would mean for voice assistants to be 
able to guide users through complex tasks as fuidly as we imagine. 

In a future flled with voice assistants that are skilled at com-
plex task guidance, we may fear that people’s ability to learn new 
procedures will become diminished. As Eiriksdottir and Catram-
bone [22] describe in their review of research on instruction design, 
concrete instructions that are easy to follow right away often lose 
their potency in transferring to new tasks. The NLP community 
has been grappling with a similar fear fueled by the recent release 
of ChatGPT, an immensely powerful language model [40]. One 
concerned researcher wrote that ChatGPT is a “plague upon educa-
tion” and a “threat to human intelligence and academic authority” 
because of its ability to automate many writing tasks. Duckworth 
and Ungar [20], on the other hand, argue that ChatGPT has the 
power to “accelerate the trend toward valuing critical thinking” 
because users need to carefully evaluate its output. In our view, 
voice assistants that make procedures easy to follow may remove 
the incentive to internalize those procedures, but they also raise 
the baseline of the procedures we are able to learn at all. 
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We may also fear that the advancement of voice assistant tech-
nology threatens the social benefts of instruction-following. We 
often learn procedures by following the guidance of other people, 
whether we are cooking new recipes [17, 38], administering CPR [6], 
or tackling any number of other tasks. We also value exchanging 
additional insight and building relationships beyond the procedure 
itself. In today’s digital age, instructions have become more diverse 
and accessible than ever, but they have also become less personal 
now that we have the option of going online instead of the necessity 
of seeking out experts in person. 

Like other digital resources, voice assistants can add to diver-
sity and accessibility, without necessarily detracting from human 
life and relationships. We see the future role of voice assistants 
as increasing access to information rather than replacing human 
guidance. Whether they are guiding us quickly through complex 
instructions or leaving out details to help us practice procedural 
knowledge (e.g., [25]), voice assistants can be designed for both 
learning and executing at the same time. Working with a voice as-
sistant does not have to be a solitary activity, either: voice assistants 
can help us collaborate with each other (e.g., [55]). No matter how 
well they rewrite the script, voice assistants are still assistants, and 
we have the power to choose how they assist us. 

6 CONCLUSION 
In this paper, we studied how voice assistants should be designed to 
guide users through complex instructions. Focusing on recipes as an 
example, we observed 12 people as they cooked at home while being 
guided by Amazon Alexa. This led us to nine key challenges that 
users face when modern voice assistant technology for complex task 
guidance falls short. Many challenges—like information overload, 
fragmentation, and time-insensitivity—arose from voice assistants 
reciting written recipes as though they were scripts. We propose 
eight ways for voice assistants to “rewrite the script” into a form 
that is easier to follow in hands- and eyes-free settings. Rewriting 
the script is crucial for any intelligent agent that communicates 
through spoken conversation, even devices that incorporate visual 
output. Future voice assistants can solve these problems by bringing 
together insights from human-computer interaction and natural 
language processing research, one step at a time. 
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A INTER-RATER RELIABILITY 

Event � # Excerpts 
Participant addresses Alexa 0.99 69 
Participant uses wake word 0.98 53 
Alexa responded to participant 0.98 66 
Participant selects recipe 1.0 2 
Participant requests list of ingredients 1.0 5 
Participant requests Alexa to start instructions 1.0 3 
Participant requests Alexa to use a timer 0.92 21 
Participant interrupts Alexa 1.0 4 
Participant requests the next step 0.98 28 
Participant requests the previous step 1.0 2 
Participant requests Alexa to jump to a step N/A 0 
Participant requests Alexa to repeat 0.80 3 
Participant asks Alexa to stop talking 1.0 4 
Participant asks Alexa for more information 1.0 5 

Table 4: Inter-rater reliability for coding of conversational 
turns in Section 3.4. For each event, the table shows the name of 
the code (“Event”), agreement measured by Krippendorf’s alpha 
(�) between two authors, and number of excerpts in the validation 
set of two transcripts that received that code (“# Excerpts”). 
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