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Abstract—We propose a mathematical framework for modeling
and analyzing multi-hop control networks designed for systems
consisting of multiple control loops closed over a multi-hop (wire-
less) communication network. We separate control, topology,
routing, and scheduling and propose formal syntax and semantics
for the dynamics of the composed system, providing an explicit
translation of multi-hop control networks to switched systems.
We propose formal models for analyzing robustness of multi-hop
control networks, where data is exchanged through a multi-hop
communication network subject to disruptions. When communi-
cation disruptions are long, compared to the speed of the control
system, we propose to model them as permanent link failures. We
show that the complexity of analyzing such failures is NP-hard,
and discuss a way to overcome this limitation for practical cases
using compositional analysis. For typical packet transmission
errors, we propose a transient error model where links fail for one
time slot independently of the past and of other links. We provide
sufficient conditions for almost sure stability in presence of tran-
sient link failures, and give efficient decision procedures. We deal
with errors that have random time span and show that, under
some conditions, the permanent failure model can be used as a
reliable abstraction. Our approach is compositional, namely it ad-
dresses the problem of designing scalable scheduling and routing
policies for multiple control loops closed on the same multi-hop
control network. We describe how the translation of multi-hop
control networks to switched systems can be automated, and use
it to solve control and networking co-design challenges in some
representative examples, and to propose a scheduling solution in a
mineral floatation control problem that can be implemented on a
time triggered communication protocols for wireless networks.

Index Terms—Compositional analysis, multi-hop sensor and ac-
tuator networks, networked control.
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I. INTRODUCTION

T HIS paper is part of the research on robustness of net-
worked control systems (e.g., [1]–[3]). While most of

the research in this field is on direct networking, we focus on
multi-hop networks such as those encountered when analyzing
wireless sensor technologies. Wireless networked control
systems are spatially distributed control systems where the
communication between sensors, actuators, and computational
units is supported by a shared wireless communication network.
Control with wireless technologies typically involves multiple
communication hops for conveying information from sensors
to the controller and from the controller to actuators.

The use of wireless networked control systems in industrial
automation results in flexible architectures and generally re-
duces installation, debugging, diagnostic and maintenance costs
with respect to wired networks. Wide deployment of wireless
industrial automation requires substantial progress in wireless
transmission, networking and control, in order to provide formal
tools to quantify performance and robustness of a wireless net-
worked control system. The design of the control system has to
take into account the presence of the network, as it represents the
interconnection between the plant and the controller, and thus
affects the dynamic behavior of the closed loop system. Using a
wireless communication medium, new issues such as fading and
time-varying throughput in communication channels have to be
addressed, and communication delays and packet losses may
occur. Moreover analysis of stability, performance, and relia-
bility of real implementations of networked control systems re-
quires addressing issues such as scheduling and routing for real
communication protocols. The main motivation for studying
such systems is the emerging use of wireless technologies in
control systems (see, e.g., [4]–[7]). While offering many advan-
tages, the use of multi-hop networks for control is a challenge
when it comes to predictability. Motivated by this challenge, we
propose a formal modeling and analysis approach for multi-hop
control networks.

The challenges in designing and analyzing multi-hop con-
trol networks are best explained by considering the recently
developed wireless industrial control protocols, such as Wire-
lessHART and ISA 100. These standards allow designers of
wireless control networks to distribute a synchronous commu-
nication schedule to all communication nodes of a wireless net-
work. More specifically, time is divided into slots of fixed length
and a schedule is an assignment of nodes to send data in each
slot. The standard specifies a syntax for defining schedules and
a mechanism to apply them. However, the issue of designing
schedules and routing remains a challenge for the engineers,
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and is currently done using heuristics rules. To allow system-
atic methods for computing and validating schedules, a clear
formulation of the effect of schedules on control performance is
needed. We summarize the paper’s contributions as follows:

1) In Section II we propose a formal model for analyzing
the joint dynamics induced by network topology, scheduling,
routing, transmission errors and control, and define a switched
system that models the dynamics of the composed multi-hop
control network. As illustrated in Section II-K, our model in-
corporates wireless industrial control protocols, such as Wire-
lessHART and ISA 100, and can be used to co-design control
and scheduling. For example, in Section IV we develop an ex-
perimental tool presented and show that it is possible to resolve
design parameters of a controller by representing the dynamics
of a multi-hop control network symbolically.

When relating our paper with the current research about the
interaction of network and control parameters, most efforts in
the literature focuses on scheduling message and sampling time
assignment for sensors/actuators and controllers interconnected
by wired common-bus networks [8]–[13], while what is needed
for modeling and analyzing control protocols is an integrated
framework for analysing/co-designing network topology,
scheduling, routing, transmission errors and control. To the
best of our knowledge, the only formal model of multi-hop
wireless sensor and actuator networks is reported in [14]. In this
paper, a simulation environment that facilitates simulation of
computer nodes and communication networks interacting with
the continuous-time dynamics of the real world is presented.
The main difference between the work presented in [14] and
this work is that here we propose a formal mathematical model
that allows more than just simulation. In fact, we show that our
approach allows systematic mathematical design techniques
such as sensitivity and compositional analysis. This work is
also related to the growing research body on switched system
(see e.g. [15], [16]). As we show in this paper, a multi-hop
control network can be abstracted as a switched system. While
generic approaches that ignore the specific structure of the
switched system are applicable, we provide a detailed model
that identifies the contribution of specific constituents to the
dynamics. For example, the elaborated model allows us to
apply the approach proposed in [17], [18] for analyzing each
control loop separately in a compositional manner.

2) While in Section II perfect communication links are as-
sumed and the focus is on scheduling, in Section III we assume
fixed schedules and focus on modeling and analyzing the effects
of link failures on the stability of the control loops. We analyze
fault tolerance of multi-hop control networks, by proposing a
formal model and an analysis tool for verifying stability of the
closed loop system in the presence of link failures.

In Section III-A we consider communication errors whose
duration is long compared to the speed of the control system,
and propose to model them as permanent link failures. We show
that the complexity of analyzing such failures is NP-hard, and
discuss a way to overcome this limitation using compositional
analysis. In Section III-B we consider typical packet transmis-
sion errors, where links fail for one time slot independently of
the past and of other links, and we propose a transient error
model. We provide a sufficient condition for stability with prob-
ability one in presence of transient link failures, and show how

it can be used in typical scenarios. In Section III-C we consider
failures that have random time span. We identify conditions that
allow to reduce the verification of almost sure stability of such
systems to the verification of high probability of exponential sta-
bility of systems with permanent failures. We focus on practical
tools that can scale to large and complex systems. In particular,
we analyze the computational complexity of checking the suffi-
cient conditions and propose ways to cope with these complex-
ities be means of over-approximations and compositional anal-
ysis.

Relating our approach for addressing link failures, we remark
that we model multi-hop control systems as switched systems
where link failures induce random switching signals. For this
reason the theory of Discrete-Time Markov Jump Linear Sys-
tems (see e.g. [19]) applies. In particular any sufficient condi-
tion for almost sure stability can be used as a sufficient condi-
tion for stability of multi-hop control systems. The difference
between this paper and papers that give general such condi-
tions (e.g. [20]–[26]) is that we use the specific structure of
the switched systems that arises when multi-hop control net-
works are modeled. Also, our focus is on conditions that can
be efficiently checked under assumptions that are reasonable in
relevant applications (wireless sensor/actuator networks). An-
other line of research that is related to this paper is complexity
analysis of control problems (see, e.g., [27], [28]). We estab-
lish a new NP-hardness result and discuss ways to walk around
computational complexities using compositional analysis and
over-approximations.

3) In Section IV we describe how the translation of multi-hop
control networks to switched systems can be automated and use
it to solve control and networking co-design challenges in some
representative examples. In particular, we show that our model
allows compositional analysis. We address the problem of de-
signing scalable scheduling and routing policies when closing
a considerable number of control loops on the same communi-
cation network, and propose an approach based on task-graph
abstraction [29]–[31]. The main difference between our work
and other studies of task-graph abstractions is that we focus
on finding the set of all schedules that satisfy the task-graph
constraints as a basis for further analysis, while most of the re-
search is focused on finding individual optimal schedules (see,
e.g., [29]). We apply methods developed in [18] in Section IV,
and propose a scheduling solution in a mineral floatation control
problem that can be implemented on a time triggered commu-
nication protocols for wireless networks in Section V.

II. FORMAL MODEL FOR MULTI-HOP CONTROL NETWORKS

A Multi-hop control network, consists of a set of plants, a
controller, and nodes that communicate sensing and actuation
data from plants to controllers and back. The control scheme
is illustrated in Fig. 1, where seven wireless nodes are used to
measure information from two plants, send the information to a
controller and then pass it back and actuate the plants. We as-
sume that each node has radio and memory capabilities, in order
to receive, store and transmit data. Each plant is considered as a
dynamical system with a finite number of scalar output signals
(observable outputs) and scalar input signals (control signals).
Nodes in the network interact with the plants through these sig-
nals, namely they measure the observable outputs and provide
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Fig. 1. Example of a multi-hop control network. Circles represent nodes with
wireless communication capabilities, solid lines represent radio connectivity
and dashed lines represent actuation/sensing.

actuation for the control inputs (dotted arrows). For example,
in Fig. 1, node 1 has both sensing and actuation capabilities for
Plant 1 (bidirectional dotted arrow); node 2 has only sensing
capabilities for both Plant 1 and Plant 2 (unidirectional dotted
arrows to node 2 from both Plant 1 and Plant 2); and node 3
has only actuation capabilities for Plant 2 (unidirectional dotted
arrow from node 3 to Plant 2). In order to close the control loop,
measured data is sent from sensors to the controller through the
wireless network. The computation of the control signal is per-
formed in the controller, and control commands are sent from
the controller back to the actuators. The solid arrows that con-
nect the nodes model radio connectivity, i.e., a solid arrow is
drawn from node to node if and only if node can re-
ceive signals transmitted by node .

As detailed in Section II-A, we propose to describe multi-hop
control networks by: (1) A mathematical model of the control
loops, each consisting of a plant and a dynamic feedback algo-
rithm. (2) The topology of the network, the location of the sen-
sors/actuators, and the routing strategy. Note that the feedback
algorithms for all the plants are typically executed by a single
computer (controller), but we choose to model them with the
plant. In this text, when we focus on one control loop, we will
identify the controller with the control algorithm and say that a
control loop consists of a plant and a controller, as is done in
many control texts.

In Section II-F, we formalize the semantics of multi-hop con-
trol networks by defining a switched system. The semantics of
the model reflect data flow, as follows. A state of the system
is a snapshot of data stored in the nodes. Transitions consist
of copying data from nodes to nodes and of transformations of
the control algorithms and plants states. Because transitions are
governed by schedules, we propose to model the system as a
discrete-time switched system where the switching signal is the
communication and computation schedules. This model allows
analysis of multi-hop control networks using the growing ar-
senal of techniques from the switched systems theory [16].

A. Syntax

We propose the following formal syntax for describing a
multi-hop control network. See the subsections that follow the
definition for a more detailed description of each part.

Definition 1: A multi-hop control network is a tuple
, where:

• models the con-
trol loops. Each control loop in is modeled by a pair
of triplets of matrices. The first triplet in each pair defines
the dynamics of the plant and the second triplet defines

Fig. 2. Model of one control loop.

the dynamic of the control algorithm, both in terms of ma-
trices of Linear Time Invariant (LTI) systems. The number
of columns in must be the same as the number of rows
in , which is the number of inputs to the plant. Similarly,
the number of rows in must be the same as the number of
columns in , which is the number of measurable outputs
from the plant. Let be the set
of input signals for the plants, where is the number of
columns in (rows in ). Let
be the set of output signals from the plants, where is the
number of rows in (columns in ).

• is a directed graph that models the radio con-
nectivity of the network, where vertices are nodes of the
network, and an edge from to means that can re-
ceive messages transmitted by . We denote with the
special node of that corresponds to the controller. Let

be the set of simple paths in that start or end with the
controller.;

• assigns to every input and output signal the
node that implements, respectively, actuation or sensing;

• is a map, which associates to each input
(respectively, output) signal a set of allowed simple paths
from (respectively, to) the controller. We require that all
elements in (respectively, ) start (respectively,
end) with (resp. ) and end (respectively, start)
with the controller, for all (respectively, ).

B. Control Loops

The variable , in the above definition, models the dynamics
of the controlled plant and of the feedback algorithm associated
with it using the matrices , , , , and . We omit
without loss of generality the feedthrough terms , , which
can be taken into account with a simple extension of the model.
The meaning of this model is illustrated in Fig. 2. Namely,
each triplet models an LTI plant and each triplet

models an LTI feedback block, interconnected with
the plant in the usual way.

Note that the figure depicts a direct interconnection of the
plant with the controller while, in reality, the wireless network
introduces both measurement and actuation delays. We will
model these delays later, based on the topology of the wireless
network and the communication and computation schedules.

C. Radio Connectivity Graph

The graph , in the definition of a multi-hop control network,
models the ability of nodes in the wireless network to receive
signals sent by others. Formally, the vertices of the graph are the
nodes in the network and a directed edge from node to node

exists if and only if can receive signals sent by . For
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Fig. 3. Radio connectivity graph. Vertices are nodes, an edge from � to �

says that � can receive signals from � .

Fig. 4. Static routing, expressed as a set of paths from sensors to the controller
and from the controller to actuators.

example, the radio connectivity graph for the multi-hop control
networks in Fig. 1 is depicted in Fig. 3.

Plants are not present in the radio connectivity graph because
they are not active nodes in the wireless network.

D. Sensors and Actuators

The function formally defines which nodes
of the network are sensors and/or actuators. Moreover, it as-
sociates sensors and actuators to the components of the output
and input signals of the plant. As an example, in the system
illustrated in Fig. 4 the function is depicted with dotted ar-
rows, and is formally defined by , ,

, . where and
.

The signal (respectively, ) denotes the th input (re-
spectively, output) of the th plant. With this naming convention,

maps rows (respectively, columns) of the matrices (respec-
tively, matrices) to nodes of the wireless network. Specifi-
cally, if and is the th row of then the data at
node is , where is the state of the th plant. Similarly,
if and is the th column of then the scalar
at node is multiplied by and added to (every time step).
These equations formalize the dynamics of the sensors and the
actuators.

E. Routing

A (static) routing in a multi-hop control network is a set of
acyclic paths from sensors to the controller and from the con-
troller to actuators. For example, in Fig. 4, each sensor is con-
nected to the controller by one path and the controller is con-
nected to each actuator by a path. It is worth to remark that our
model allows multiple paths for a specific input/output: since

is a map, we can associate to each input/output pair a set of
routing paths (e.g. to increase reliability by redundancy).

We propose two possible use cases with routing. The first
use case is when the designer of the network specifies static
routing as a set of allowed paths for each pair sensor-controller
and controller-actuator. In this case, data can only flow along the
specified paths. The second use case is when no explicit routing

is specified, namely the user does not define . In this case, we
assume a default routing by considering the set of all acyclic
paths from each sensor to the controller, and from the controller
to each actuator.

F. Semantics

In an ideal control loop, the input and output signals of plants
and controllers are directly interconnected, namely ,

, as depicted in Fig. 2 above. However, when a
multi-hop network is used to transport measured data from sen-
sors to the controller, and actuation data from the controller to
actuators, the semantics of the closed loop system need to incor-
porate the delays induced by the network. In particular, we need
to define (i) how the measured and control data flow through the
network (communication schedule), and (ii) how the controller
computes the control commands (computation schedule).

G. Memory Slots

As the dynamics of multi-hop control networks are based on
modeling information flow from sensors to the controller and
from the controller to actuators, the first step towards formal
semantics is an identification of the memory slots (registers)
that hold that information. Specifically, each node of the net-
work has a memory slot for each input or output signal desig-
nated for keeping the information passed to the node regarding
the signal. Formally, the vertices of the memory slots graph are
pairs where is a node and is a signal. The edges of the
memory slots graph reflect information flow channels. Specifi-
cally, there is an edge from to iff or if
and are consecutive nodes on some routing path of the signal

. Namely, an edge in the graph shows where the information
in each memory slot can flow—it can stay in the same memory
slot or be moved to a consecutive one.

Definition 2: Given a multi-hop control network with net-
work topology and routing , we define
the graph where ,

, and
, and are consecutive on some

.
To avoid handling unneeded memory slots, we consider

(without loss of generality) only the sub graph of reachable
from/to the controller.

The function , defined in Section II-E above, which maps
each input/output signal to a node, can be automatically ex-
tended to the function which maps signals to memory
slots (because each memory slot is mapped to a path which maps
to a unique signal). Similarly, we will also use the function
that maps signals of the controller to memory slots. These func-
tions are depicted in Fig. 5.

H. Controllers as Switched Systems

In Section II-B we defined controllers as linear time invariant
dynamical systems. Semantically, however, we think of them
as linear switched systems. The main reason for this general-
ization is to allow controllers to collect data before the actual
control computation is executed. In particular, according to the
dependence between each control signal and the measured data,
we want to allow that any element of the control vector can be
computed separately, when the relevant subset of measurements
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Fig. 5. Graph � obtained by splitting each node to memory slots according
to the routing scheme. The self loops are omitted for clearness of the picture.

is ready. This requires coordinating (co-scheduling) computa-
tions and communication. Another motivation for modeling the
controllers as switched systems is to allow analysis of systems
with limited computational resources, where controllers need to
operate in “light” mode some of the time, e.g. because other con-
trol loops need CPU resources. By defining the dynamics of the
controller as switched system, we also allow modeling control
techniques such as Kalman filters and Luenberger observers. To
accommodate for such generalizations, all the analysis methods
that we propose in this paper are independent of the structure of
the controller (number of modes, dimensions, etc.).

Similar to what we proposed for routing, we propose two
use-cases for handling conversion of controllers to switched sys-
tems. The first use-case is when an explicit model of the con-
troller as a switched system is provided, and the second use-case
is when only a linear time-invariant model of the controller is
specified. The first case requires more modeling efforts, but it
allows more general analysis of communication/computation
co-scheduling.

For the second case, used in all the examples in this paper, we
propose an implicit transformation of the controller from a time
invariant system to a switched system as follows. Let
be a formulation of a feedback algorithm as a linear time in-
variant system. We define a switched system with the two modes

. The Idle mode is defined by the matrices
(identity matrix), (zero matrix) and
. The Active mode is defined by ,

and . This definition models
that the computation of the state variables of the controller does
not have to be applied at every step, and that the state variables
remain constant while the computation is not scheduled.

Mode switches of the controller are coordinated by the com-
putation schedule described in the following section.

I. Scheduling

We propose a formal syntax for describing communication
and computation schedule for a multi-hop control network:

Definition 3: Given a multi-hop control network , let
be the memory slots graph as defined above.

• A communication schedule is a function ,
that associates to each time a set of edges of the memory
slot graph. The intended meaning of this schedule is that

iff at time the content of the memory
slot is copied to the memory slot (i.e. the physical
node that maintains sends data to the physical node that

maintains ). We require that if then for
every , . Namely we do not allow
assignment of two values to the same memory slot.

• A computation schedule for the th control loop (corre-
sponding to the th entry in of Definition 1) is a func-
tion where is the set of modes of the
switched-system that models the controller of the th con-
trol loop, as described in Section II-H. The meaning of this
function is that defines the mode of the controller at
time .

It is worth to remark that a constraint in the simultaneous
usage of certain communication channels (e.g. because of inter-
ference among transmitting nodes) can be given by restricting
the set of possible communication schedules as a subset of .

In Section IV, below, we present a compositional analysis
based on representing sets of communication schedules as reg-
ular languages\ over the alphabet . In this context, one can
also represent the set of feasible schedules in the same form.
For example, if the transmission of data from node to node

uses a mutually exclusive resource (e.g. radio frequency)
shared with the transmission of data from node to node
then the set of feasible schedules should be a sub-language of

(where is the
Kleene star [32]).

J. Multi-Hop Control Networks as Switched Systems

Based on the syntactical definition of a multi-hop control net-
work and the schedules, we now define dynamics as switched
systems. To allow compositional analysis, we model each con-
trol loop separately (plant, controller, and the data flow between
them). Let be the identifier of that control loop (corresponding
to its index in the array in Definition 1). We use the descrip-
tions of the plant and the control algorithm as LTI systems, mod-
eled by the matrices and respectively.
Recall that, in Section II-H, we transformed the control algo-
rithm to a switched linear system with the parameterized ma-
trices . The state of the switched system that
models the control loop is a vector
where is the state of the plant, is a vector rep-
resenting the values of the memory slots (in some fixed order),
and is the state of the controller. The evolutions of the dif-
ferent parts of the state are as follows:

• Using the matrices from the definition of the plant
as LTI system, we write
and where

are the input signals of the plant and
is the function that maps signals of the plant to

sensor/actuator memory slots, i.e. the inputs to the plant
are the values stored in the actuators memory slots. Simi-
larly, where

are the output signals of the plant, i.e., the
outputs from the plant are stored in the memory slots of
the sensors.

• The rest of the memory slots are updated according to
the communication schedule. Specifically,

i.e., the data in each memory slot is up-
dated to be the sum of the values of all the sources of the
incoming edges to the node. In this paper, we insist that
each node has at most one incoming edge which means
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that each destination of an edge is assigned with the value
stored in the source of the edge.

• For the controller, we write
and ,

where are the output signals and is
the function that maps signals of the controller to memory
slots. Similarly,

where are the input signals.
The following two definitions formalize these dynamics as a

linear switched system. The dynamics of the memory slots are
modeled using the adjacency matrix of the graph induced by
the communication schedule. The state of the system is

.
Definition 4: Given a multi-hop control network , con-

sider a plant , and the corresponding switched linear
controller . For any subset repre-
senting a sub-graph of the memory slots graph, and for any con-
troller mode , we define

where , and
are respectively enumerations of memory

slots, inputs and outputs, is the transposed
adjacency matrix of the sub-graph induced by on ,
and (respectively, ) is a {0, 1} matrix of matching size
with the entry (respectively, ) being one if
and only if (respectively, ), for

.
Definition 5: The dynamics of the control loop are modeled

by the switched system

where the communication and computation schedule
is the switching signal.

It is worth to remark that the switching signal
can be both interpreted as a predefined time signal

or as a further input of the system. In the former case, the
interpretation is that a static schedule has been defined a-priori,
which cannot be modified as time flows. In the latter case, the
interpretation is that the schedule is an input variable, and a
dynamic schedule can be applied to the system.

Note the structure of the matrix that explicitly ex-
presses the interplay between the components of a multi-hop
control network. Specifically, the dynamics of the plant are at
the top left, the dynamics of the controller are at the bottom right
and the adjacency matrix of the sub-graph of the memory slots
graph induced by the communication schedule is at the center.
This model allows to use techniques from the theory of switched
systems to analyze multi-hop control networks.

By combining the models of the individual loops, one can
obtain a model of the whole multi-hop control network. For ex-
ample, in Section IV we show how the methods presented in
[17], [18], [33] are applied in the context of multi-hop control
networks. Specifically, the theory of formal languages is applied
for answering competing resource requirements of the loops to

achieve stability of the whole system. The ability to analyze sys-
tems in a compositional manner is enabled by modeling each
loop separately.

In this paper we assume that the schedules are periodic, i.e.
there exists such that and ,
for all . In that case, the schedules can be specified by
the sequences and . Let

model the transfor-
mation of the state over a period of the schedules. Assuming
periodic schedules is reasonable, since most of the time
triggered control protocols specifies periodic transmission
schedules (see e.g. the WirelessHART specification [34]).

The focus of the paper is on stability, as expressed in the fol-
lowing definition.

Definition 6: The control loop is called stable iff the matrix
is stable (all eigenvalues in the unit sphere). The whole con-

trol network is called stable if all the control loops are stable.
The communication schedule that occurs in each period

might be not deterministically identified, because of local
routing choices and/or transmission errors. Let be the finite
set of all communication schedules that might occur for any
period. In this case, the transformation of the state over a period
of the schedules is given by , where

is a non-deterministic switching signal that models
the schedule during the period .

For simplicity, we assume a central controller in this paper.
Note that allowing assignment of different controllers to control
loops requires only a minor adjustment to the proposed model
(the dynamics of the individual loops remain the same). If we
also want to allow multiple controllers to a single loop, we may
need to add some more adjustments (change the definition of
the matrix ).

K. Multi-Hop Control Networks as WirelessHART Compliant
Networks

Our model for multi-hop control networks incorporates
the WirelessHART wireless industrial control protocol. More
precisely, it allows modeling the MAC layer (communication
scheduling) and the Network layer (routing) of the Wire-
lessHART specification. About Wireless HART MAC Layer
[34] access to the channel is time slotted, where each slot is 10
ms. A series of time slots for a given frequency channel forms
a superframe. The superframe is repeated periodically, and can
be defined as illustrated in Definition 3. About WirelessHART
Network Layer [35] routing can be implemented using graph
routing, which provides for each pair of nodes (one source and
one destination) a set of paths connecting the two nodes as an
acyclic directed graph associated to the destination node. Graph
routing can be defined as illustrated in Definition 1.

III. MULTI-HOP CONTROL NETWORKS WITH

PROBABILISTIC LINK FAILURES

We introduce in this Section link failures to the model. The
main question that we want to ask is whether a stable system
remains stable in the presence of link failures.

A. Permanent Failures

We consider a model that takes into account the occurrence of
a permanent fault in a node. This model is a natural abstraction
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of systems where link failures are long compared to the speed of
the control system. The property that we would like to guarantee
for such systems is that the probability that the system is stable
is higher than a prescribed threshold. We begin with a formal
definition of the error model discussed in this section:

Definition 7: A permanent link-failure model for the network
is a function where models the
probability that the communication link from to fails. The
function assigns each set

with the probability that the set of failed links is exactly
(i.e. the edges in fail and the edges not in do not fail).
For a set let . Namely,

is obtained from the schedule by removing all mes-
sages that use an edge in . This definition models the effec-
tive schedule when the links in fail. The following definition
specifies the notion of stability that we are interested in, when
the permanent link-failure model is considered.

Definition 8: The probability that a control loop with
index is stable is the probability that

is stable (all eigen-
values are inside the unit sphere) when is chosen randomly
according to the distribution . The probability that the system
is stable is the probability that all the control loops are stable.

The usefulness of permanent failure analysis is clearer when
considering the design phase of the scheduling and routing.
Each link can be characterized by the probability of being
subject to a failure: however, e.g. if we introduce redundancy in
the scheduling and routing with multiple routing paths between
plant and controller, a failure of one node does not necessarily
lead to unstability of a control loop. More precisely, the more
scheduling and routing introduce redundancy, the more sta-
bility of a control loop is robust with respect to permanent
link failures. Of course there is a tradeoff, since unnecessary
redundancy misspends communication resources. Permanent
failures analysis allows addressing the following problem:

Design the minimum redundancy in the scheduling and
routing, such that the probability that the control loop is
stable is greater than ,

where is for example equal to 0.99, and is the proba-
bility that the control loop preserves stability when permanent
failures of links occur.

Definition 8 suggests the following algorithm for computing
the probability that the system is stable.

Algorithm 9 (Naive Algorithm): We can compute the prob-
ability that the system is stable by enumerating all the subsets
of . Specifically, for each , we can compute the matrix

, check whether it is stable
or not, and sum the probabilities.

Clearly, the complexity of the naive algorithm is exponen-
tial in the size of the graph. A natural question is whether there
exists a polynomial algorithm for that problem. To answer this
question, we analyze the following decision problem: Given a
description of the multi-hop control network and of a permanent
error model, decide whether the probability that the system is
unstable is above a specified threshold. In the next proposition
we show that this decision problem is NP-hard, suggesting that
it may not be possible to improve the time complexity of Algo-
rithm 9 (if ).

Fig. 6. Multi-hop control network. (a) Network topology; (b) control loop; and
(c) schedule with period � � �.

Fig. 7. Topology of a multi-hop control network for formula with variables
� � � � � � � . Edge labels represent failure probabilities.

Proposition 10: Given a permanent error model, deciding
whether , where is a constant and
is the probability that a multi-hop control network is stable, is
NP-hard.

Proof: Consider the multi-hop control network depicted in
Fig. 6 where and for and

(where is the con-
troller node). It is easy to verify by computing the eigenvalues
of the closed loop system for each edge failure (e.g., using the
Mathematica based tool described in [7]) that this system is
stable iff one of the edges between the controller and nodes

fails or an edge between the controller and one of the
nodes does not fail. In other words, using a Boolean
random variable to denote the event that the edge from the
controller to node fails, we can say that the system is stable
iff .

Let be a Boolean formula in 3CNF (conjunctive normal
form with 3 literals per clause). Let be the variables
in . We define a multi-hop control network that is stable with
nonzero probability iff the formula is satisfiable, as follows.

The topology of the network is depicted in Fig. 7, namely,
. The

permanent link-failure model, illustrated by the edge labels in
Fig. 7, is defined by ,

, and for all .
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The control loops of the network correspond to the clauses of
the Boolean formula (in 3CNF form). For the th clause

(where each is either a variable or the negation
of a variable), we define the th control loop with the dynamics
shown in Fig. 6(b). The communication schedule is given by

and is defined accordingly, i.e. and
. By the claim we made at the be-

ginning of this proof, if we regard as the Boolean
random variables where is true iff the edge , we
get that the th loop is stable iff the th clause is satisfied by
these Boolean variables, and therefore the system is stable with
nonzero probability iff there exists a satisfying assignment to
the whole formula.

We established a polynomial reduction from deciding satisfia-
bility of 3CNF formulas to deciding whether a multi-hop control
network is stable with positive probability. In particular, since
deciding satisfiability of 3CNF formulas is NP-complete, we get
that the later decision problem is NP-hard.

The remedy of the above result is that verifying that the
probability of stability is above a threshold is, in general, hard.
Thus, we should not expect to solve it in a polynomial time
(unless ). However, since our modeling approach
allows compositional analysis, these news may not be so bad.
Specifically, by analyzing each control loop separately, we can
focus on the subgraph relevant to the considered loop, thus
reducing the number of edges to allow subsets enumeration.

In some cases, such as the one that we are going to explore
in Section III-C, stability of an abstract model is not enough to
infer correctness of the system. To cope with this difficulty, we
propose a parameterized notion of stability where the speed of
convergence to the stable equilibrium is explicitly specified, as
follows.

Definition 11: The probability that a network control system
with a permanent link-failure model is exponentially stable
with the parameters and is the probability
that for all

, when is chosen randomly according to the
distribution .

Algorithm 9 extends to exponential stability directly. It is also
easy to verify that the probability of stability is higher than the
probability of exponential stability for any parameters and .
A system might be stable but converge to equilibrium slowly,
while exponential stability bounds the rate of convergence from
above and thus may prove more suitable for applications where
fast convergence is required (see [17] for a similar discussion).

B. Transient Errors

In this section, we analyze an error model where links fail for
one time slot independently of each other, which is the typical
model adopted for packet loss probabilistic characterization of a
communication channel. A formal specification of the transient
link-failures model follows.

Definition 12: A transient link-failures model for a multi-hop
control network is a function . For an edge

, the number models the proba-
bility that the link from to fails, independent of the
past and of other links. In other words, the probability that

is the set of links that failed it an arbitrary time slot is
.

The property that we want to verify for multi-hop control net-
works with transient link failures is almost sure stability, defined
as follows.

Definition 13: A multi-hop control network, with a transient
link-failures model , is said to be almost surely stable if the
state converges to zero almost surely.

The above definition requires that the probability that all the
control loops are stable, when messages drop independently
with probabilities given by , is one. Let

where
be the probability that the sets of links that failed at times

are , respectively. In words, is the ex-
pected norm of the transformation applied to the state
variables over a period of the schedule. In the following propo-
sition we relate this number to almost sure stability.

Proposition 14: If then the multi-hop control network
is almost surely stable.

Proof: Let where
is the set of failed edges at time chosen randomly by

the distribution .
Namely, is the random transformation of the state
variables in the th cycle that depends on edges that fail
between times to . Since
is a sequence of i.i.d random variables whose expectation

is smaller than one, by the strong law of large numbers,
there exists an integer such that for every the
summation is almost surely smaller
than which is smaller than one. Since
the geometric mean is smaller than the arithmetic mean,

which goes to
zero as goes to infinity (in an exponential rate). In particular,
since the norm of a product is smaller than the product of the
norms, goes to zero almost surely as goes to
infinity.

Proposition 14 suggests an algorithm for verifying almost
sure stability by enumerating all sequences of subsets of
and verifying that is smaller than one. This algorithm is, of
course, only applicable for small systems. However, we can de-
rive easier to check conditions in some special cases as we show
below.

Proposition 15: where is the
probability of having a link failure during a single cycle of the
schedule and

.
Proof: By the law of conditional expectation,

where denotes
expectation, is the event of not having any link failure along
a schedule, and is the complement of this event.
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In particular, can be written as the sum of
and

. The
first summand reduces to because the expectation is
redundant once the sets are fixed to be empty. For the
second summand we apply the following over-approximation.
By definition, for every and . In
particular, since the norm of a product is smaller or equal to the
product of the norms, for any

. Together, we get that is smaller or equal to
.

Proposition 15 provides an over-approximation of and
therefore a stricter sufficient condition for almost sure stability.
However, in some cases, this condition is easier to verify. For
example: Imagine that we have only one link active at each time
slot ( for all ) and the schedule is 100 steps long.
To apply Proposition 14, we need to enumerate all sequences

such that ; requiring iterations.
With Proposition 15 we get down to 100 iterations because the
computation of can be done by enumerating the individual
transformations for . We can do with
less iterations if parts of the schedule repeat (see Example 16).

An application of Proposition 15, when , is com-
puting a threshold such that
if the probability of having a link failure during a period of
the schedule is smaller than the system is almost surely
stable. This estimation is practical when the cardinality of
is small, namely only few edges transmit simultaneously. In
fact, let for all : the complexity of
computing by enumerating the subsets of each is given
by . The following example illustrates this idea.

Example 16: Consider a plant whose dynamics are given
by the following discrete-time single-input-single-output linear
time invariant system

The topology of the multi-hop network con-
necting the plant with the controller is given by

and the sensors/actu-
ators mapping . In
words: there is a single node that measures the output of
the plant, sends it to the controller and actuates the input
when it gets the command from the controller. Assume
the natural communication and computation schedules

and
.

We use eigenvalues assignment to design a controller, as fol-
lows. First, we fix the dynamics of the controller to be

; where , , and
are scalars describing, respectively, the state, the output

and the input to the controller at time . Next, we set the de-
sign parameters and such that the eigenvalues of are
in the unit sphere (the matrix is stable). For example, it can be
readily verified using Equation (4) and the definition of that
the values and achieve this goal.

To analyze robustness of this system, we find a natural
number such that is smaller than one. In this case,

is the minimal such number. In particular, if we use the

Fig. 8. Example of a system with a Markov link-failures model. (a) Markov
chain; (b) network topology; and (c) message drop probabilities.

schedules and (concatenations of four copies
of the original schedules) we get that the matrix ,
modeling the state transformation induced by the long schedule,
satisfies which is smaller than one. By listing the
matrices and for , we
compute that .

Using Proposition 15, we can now compute a threshold
such that if the proba-

bility of having a link failure during a period of the schedule is
smaller than the system is almost surely stable. In particular,
almost sure stability is guaranteed if the probability of having a
link failure in an individual time slot is below

.

C. Error With Random Time Span

In this section, we analyze a detailed failure model for
multi-hop control networks where links can recover from
failures after some time (random or deterministic). Specifically,
we describe the dynamics of failures by a Markov chain.

Definition 17: A Markov link-failures model for a multi-hop
control network is a pair . is a discrete-time Markov
chain with state space , where each represents a dif-
ferent link-failures model, that switches mode at the beginning
of each period of the communication schedule.

is a function that assigns to each link-failures model
and to each link the probability that the link

from to fails for the duration of the period of the commu-
nication schedule.

Example 18: See Fig. 8. In this example we have a network
topology with a short-cut edge from node to the controller.
This edge becomes unreliable when the Markov chain moves to
mode . With this formal model we can compare schedules
that use the shortcut to schedules that go through .

Note that Markov link-failures model is more general than
both the permanent-failures and the transient-failures models,
in the sense that both models are special cases of it. The more
general model allows more realistic modeling but it is harder
to analyze. In the following proposition, we reduce almost sure
stability of a system with the Markov link-failures model to high
probability of exponential stability of the same system with a
permanent link-failures model.

Proposition 19: Consider a multi-hop control network with
Markov link-failures model where the Markov chain has a sta-
tionary distribution . Let be a
permanent link-failures model for the system. Then a sufficient
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condition for the system with the Markov link-failures model
to be almost surely stable is where is
the probability that the system with the permanent link-failures
model is exponentially stable with parameters and
and .

Proof: Similar to the proof of Proposition 14, we can
establish that a sufficient condition for almost sure sta-
bility of a system with the Markov link-failures model
is for every
; where . Be-

cause and
for every and , we get that

and
therefore is a sufficient condition for almost
sure stability.

The number , used in the
statement of the proposition, is typically easy to compute be-
cause in well engineered systems it should be possible to show
that the worst case performance is when the network is com-
pletely unavailable (otherwise, we can improve performance
by not sending some information). Proposition 19 supports our
choice to focus on analyzing the probability of stability under
the permanent link-failures mode, by showing that the analysis
of a more general model can be reduced to it. Furthermore,
the proposition identifies that the permanent link-failures model
is a good abstraction of the general link-failures model when

, namely, when the probability of exponential
stability is high compared to which is a parameter quantifying
the worst-case divergence speed of the system.

IV. EXAMPLES OF APPLYING OUR MODELS TO ANALYSIS AND

DESIGN OF MULTI-HOP CONTROL NETWORKS

We demonstrate how our approach can be practically used.
The main tool is the transformation of a structural description of
a multi-hop control network to a switched system that models
the combined dynamics of the control loops and the wireless
network. This switched system is a time varying (switched)
linear system that models the dynamics of the multi-hop control
network where the communication and computation schedules
act as a switching signal that governs the selection of transfor-
mation matrices. The variables that the matrices transform are
the state of the controlled plants, the state of the controllers, and
the values of the memory slots. The switched system model can
be used to analyze schedules, network topologies, and controller
designs, as demonstrated below.

First Example: Fixing a Schedule and Designing the Con-
troller Accordingly: As a first instance of how the proposed
modeling approach can be used, we show an example that
demonstrates how it can be applied to design a controller.
Consider the network depicted in Fig. 3 where the first plant is
a double integrator, modeled by the equation

with output . When sampling with time-step (sampling
interval) , the discretized system is

For the sake of the example, we choose .
The approach that we propose in this example consists of

fixing a schedule for the system and, then, designing a controller
that stabilizes the plant while taking into account the delays in-
troduced by the network. To that end, we start with a cyclic
schedule whose cycle is the following communication and com-
putation sequences. As a communication schedule (i.e. a se-
quence of sets of edges of the memory slots graph) we choose:

where means that is sent from node to
node , and means that no message is sent. As a computation
schedule (i.e., a sequence of modes of the controller) we choose

This pair of schedules models the process of sending data from
the plant to the controller, computing the control signal, and
sending the result of the computation back to the actuator. The
finite schedules are assumed to repeat periodically.

Towards a controller design, we first fix the matrices of the
controller and leave the values of some entries as symbolic vari-
ables (design parameters). We will compute the switched system
and apply a pole-assignment computation to set values to the de-
sign parameters. Specifically, the dynamics of the controller are
defined by the equations ; ;
where , and are symbols that we will later assign with
scalar numerical values.

To assign values to these parameters, we compute the matrix
defined in the discussion after Definition 5. Note that this

matrix contains numerical values and algebraic expressions with
the variables and .

Using standard tools such as MATLAB or Mathematica, one
can compute the parameters , and by assigning the
poles of . Because this matrix models the dynamics of the
system through a cycle of the schedule, assigning its eigenvalues
to be contained in the unit ball (of the complex plane) assures
stability.

Second Example: Verifying Stability Under Non-Deter-
ministic Schedules: As discussed in Section II-J, scheduling
in wireless control networks may not be deterministic. To
demonstrate another feature of the proposed modeling ap-
proach, we consider a system where scheduling constraints
vary in time. Specifically, consider the network depicted in
Fig. 3 but assume that some times it is possible to send data
from both nodes 1 and 2 simultaneously (e.g., when two radio
frequencies are available) and some times data has to be sent
sequentially (e.g,, when only one frequency is available). Thus,
we design two alternatives for a period of the schedule. While
both alternatives are stable (as can be verified by computing
the eigenvalues of the corresponding and matrices)
it does not necessarily means that any switching between them
is stable (see, e.g., [16]). To guaranty stability, we apply a
sufficient condition for stability of switched systems to verify
that switching arbitrarily between the two schedules is safe.
Specifically, we verify that for
every where and are matrices modeling
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Fig. 9. Memory slots graph of a multi-hop control network with two symmetric
double integrators.

the transformation of state variables through the first and the
second schedule, respectively. This is, of course, a sufficient
condition for stability (even exponential stability) under arbi-
trary switching, because it implies that every seven steps are
contracting. This computation is easily implemented with tools
such as MATLAB or Mathematica.

Third Example: Using Compositional Analysis for Schedules
Design: One notable advantage of our modeling approach is
that, because dynamics are defined for each control loop sepa-
rately, it allows compositional analysis. As an example, we show
how a system comprising of two control loops is analyzed, in a
compositional manner, to obtain a joint schedule that renders
both loops stable.

Consider the network depicted in Fig. 9. Assume that both
plants are double integrators with dynamics and controller as
described above (in the first example of this section). Assume
also that at most one node can send data at any time slot.

The design approach that we demonstrate in this example is as
follows. First, we analyze each control loop separately to obtain
a representation of a set of schedules such that the loop is stable.
More specifically, we compute an automaton for each control
loop whose language (of infinite words) contains only schedules
that are “safe” for the control loop, i.e. schedules that will not
render the loop unstable. Then, we use formal-languages based
algorithms to compute the intersection of the languages and ob-
tain a joint schedule that is “safe” for both control loops.

The following steps can be implemented with numerical
computation tools such as MATLAB or Mathematica using
a package such as [36] for automata and formal languages
manipulation:

1) Compute an automaton for each control loop, as follows.
Construct a set of schedules by all possible interleaving of
idle steps into a base schedule, and compute an automaton
whose language is the interleaved schedules that are stable.

2) Compute an automaton whose language is the intersection
of the languages expressed by the two automata. Note that
we need to lift the automata to a common alphabet (pairs

where is a letter from the alphabet of the first
automaton and is a letter form the alphabet of the second
automaton).

3) Choose any word of the intersection automaton (e.g., the
first in length-lex order) as a schedule.

The chosen schedule is safe with respect to both control loops,
by construction. Note that compositional analysis allows syn-
chronizing node transmissions to send data related to different
control loops (plants) simultaneously. This is possible because
we lifted the alphabet of the automata to a common alphabet so

that a transition is interpreted as sending data related to all the
loops at the same time.

Fourth Example: Analysis of Conditions for Almost Sure Sta-
bility: We explain how analysis of the type explained in Ex-
ample 16 can be computed. The first steps are similar to the
preceding examples: (1) model the dynamics of the plant, con-
troller, and the schedule; (2) compute the matrix leaving some
of its entries as (polynomial) expressions in the parameters ,

, and ; (3) use pole-assignment to find values of the parame-
ters such that is stable.

Robustness analysis is done by seeking a natural number
such that is smaller than one. We can do that. e.g., by
applying a small Mathematica script (not shown here) that runs
over increasing values of and, for each , checks the condi-
tion. Note that is a fixed matrix, once we assign numerical
values to , , and . The rest of the example can be computed
with Mathematica in the same manner.

V. CASE STUDY: A MINERAL FLOATATION CONTROL PROBLEM

In this section, we describe a case study conducted to test how
well our approach scales relative to a real system. The case study
was to design a wireless control network for an industrial plant
that controls mineral processing of ores. A description of the
plant and the details of the control parameters is given in [37].
In the context of the present paper, it is enough to say that the
part of the plant that we considered contains 17 control loops:
9 air flow, 6 pulp level and 2 reagent. The main “trick” that
helped us manage the complexity of the problem was to ana-
lyze each control loop in separation and use the compositional
approach, outlined in this paper, to design schedules for the in-
tegrated system.

Specifically, we abstracted each control loop by a time con-
straint which specifies the maximum delay between sensing and
actuation. For example, this constraint can be chosen to be equal
to the sampling interval that the control loop is designed to use.
Then, we extended the tools, described in Section IV above, to
support a scalable methodology for designing scheduling poli-
cies that allow data transmission from the sensors to the con-
troller and from the controller to the actuators for each control
loop, within the specified time bounds. One of the advantages
of our approach is that we focus on finding the set of all sched-
ules that satisfy the constraints for one control loop (e.g. time
bounds) that can later be used for on-line or off-line admission
of additional control loops, instead of having to repeat the whole
computation whenever a new loop is added.

Let us elaborate the details of the extension to the tool-box
that made it possible to complete the case-study. The main fea-
ture that we added allows specifications of the form “the data
from all sensors has to be sent to the controller, then a computa-
tion of the control signals is carried, and after that all the control
signals are sent to the actuators”. This requirement needs to be
satisfied in each period of the schedule, and the designer can
also specify an upper time bound for the round trip to complete
(e.g. the sampling interval). We found out that we need symbolic
representation of automata for answering such queries because
explicit representation of automata does not scale well enough.
Specifically, to maintain a compact representation of the transi-
tion relation we used the NuSMV symbolic model checker [38]
which combines Binary Decision Diagrams (BDDs) [39] and
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Fig. 10. Topology of wireless control network. R stands for REAGENTS, PL
for PULP LEVEL, and AF for AIR FLOW.

SAT based model checking [40]. The tool allows verification of
Temporal Logic [41] properties of a transition system expressed
in the SMV input language [38]. In practice, we use a Mathe-
matica notebook similar to the approach described in Section IV
as a front end. The tool, then, automatically translates the note-
book to SMV and invokes NuSMV to analyze the composite
transition system resulting from integrating the control loops.
NuSMV scans the set of possible schedules and looks for one
that meets the needs of all the control loops. The output of this
analysis is then translated to a schedule (if one exists) that can
be safely applied.

The input to the tool is a textual description of the graph de-
picted in Fig. 10. As illustrated in the figure, the network has
three layers. Each node in each layer is connected to all the
nodes in the layer below it. Only the nodes in the third layer
can communicate with the controller. All communication links
in this case-study are bidirectional. Each wireless node is both
a sensor and an actuator of a single-input-single-output plant.

Given a description of the above topology, the tool generates
an SMV code. Note that, in principle, we also need to specify
a routing path for each signal. In practice however, if a routing
path is not explicitly specified, the tool automatically selects a
minimal path from the sensor to the controller (for input signals)
or from the controller to the actuator (for output signals). The
SMV code for the case-study contains seventeen modules, one
for each control loop, and a main module.

It takes NuSMV about two minutes (on 2 GHz Intel Core Duo
with 1 GB of RAM memory MacBook 1.1) to dispute the claim
that there is no schedule that is compatible with all seventeen
loops: the NuSMV produces a counter example, from which
a valid schedule can be extracted. If we want to look for the
schedule with the shortest period, we can add a counter to the
main module and add the constraint that the schedule must be
smaller than a constant. Starting with the length of the original
schedule, we can use binary search to find the minimal such
constant. This gives us the shortest admissible schedule, which
we do not include in the text since it is a string of length 200
(we recall that the schedule has to allow any allowed routing). A
similar procedure can also be used to optimize other properties
of the schedule.

VI. CONCLUSION

The main contributions of this paper can be summarized as
follows; (1) we proposed a novel compositional mathematical

framework for modeling and analyzing multi-hop control net-
works that embeds control, network topology, routing, sched-
uling and transmission errors, and allows co-design of commu-
nication parameters and control algorithms for wireless indus-
trial control protocols such as WirelessHART and ISA 100; (2)
we addressed and solved robustness of a multi-hop networked
control system in the non-deterministic case by worst case anal-
ysis of scheduling, routing and packet losses, and in the sto-
chastic case by almost sure stability analysis of node faults prob-
ability and packet loss probability.

Future research directions include extending the mathemat-
ical results and the tool to support richer specifications (e.g.,
allow multiple routing) and to incorporate optimization tech-
niques for power minimization of wireless communication and
control performance.
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