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Basic Setting and Definitions

CONTENTS

We will consider prediction tasks over a domain Z = X x ). Here X" repre-
sents the feature domain and ) represents the label domain. Depending on
the setting, the label domain might be real valued (Y = R)—the regression
setting, binary valued (Y = {0,1})—the binary classification setting, or con-
sist of some larger finite unordered set—the multiclass classification setting.
Sometimes we will consider the regression setting in which the label domain
is rescaled to the unit interval Y = [0, 1].

We will sometimes assume the existence of a distribution D € AZ. Given
such a distribution, we will write Dy to denote the marginal distribution over
features: Dy € AX induced by D. We will write Dy(z) € AY to denote
the conditional distribution over labels induced by D when we condition on
a particular feature vector x. Dy (z) captures all of the information about
the label that is contained by the feature vector x, and is frequently the
object that we are trying to approximate with our models and uncertainty
quantification. A model is just some function f : X — [0, 1], and our (typically
unatainable goal) is to find a model f* that has the property that for allz € X,
[*(x) = Eypy, (o) [y] is the conditional label expectation given x.

Suppose we try and solve this problem and come up with some model f.
How can we evaluate whether f is any good? If we are in a regression setting
and our goal is purely prediction, we might evaluate f via its squared error —
i.e. the expected (squared) deviation of its prediction from the true label. This
is the objective we would minimize if we were solving (e.g.) a least squares
regression problem:

Definition 1 (Squared Error) The squared error (also known as Brier
score) of a predictor f on a distribution D is:

B(f,D)= E [(f(z)-y)’]

B (z,y)~D

We will sometimes elide the distribution D when it is clear from context.
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The Batch Setting

In the batch setting, we are given a batch or sample of n datapoints D sampled
iid. from D, which we will write as D € Z". We will want algorithms that
use D to learn something useful about D.

We will sometimes treat a sample D as if it is a distribution: sampling from
it, taking expectations over it, etc. When we do this, we are identifying D with
the discrete distribution that places weight 1/n on each example (z,y) € D.
For example, we can compute the squared error of a predictor over a sample
D which evaluates to:

BUD) =1 3 (f&) ~)?

(z,y)€D

The Sequential Setting

In the sequential setting, data is revealed to the algorithm one example at
a time, and the algorithm must make predictions before learning the label
of each point. We will not always assume that the data is drawn from a
distribution — often we will assume nothing about the data generation process
at all, which might even be adversarial. In such cases our goals will pertain
to the empirical performance of the predictions. At a high level the setting
proceeds as follows, in rounds ¢t € {1,...,T}.

1. The adversary chooses a (distribution over) feature vectors x; € X
and labels y; € ). The realized feature vector z; is shown to the
learner, but not the label.

2. The learner makes some prediction p;.

3. Finally the learner observes the realized label y;.

Here the prediction p; could be anything — it could try to predict the
label itself, or the label mean (in the case in which Y C R), or it could be a
prediction set. We’ll be more specific about our goals as we proceed.

An interaction for T rounds generates a transcript w, which just en-
codes the sequence of examples and predictions across the T rounds: m =
{(@e, pe, ye) Y-

We might assume that (x¢,y:) ~ D are drawn i.i.d. from some unknown
distribution D — more generally that the examples are drawn from an ez-
changeable distribution, which just means that their probability is permu-
tation invariant. But more frequently we will assume that the sequence of
examples is arbitrary, and will evaluate the performance of algorithms by
considering empirical measures of accuracy as evaluated on the transcript m,
in the worst case over adversaries.
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A Simple Goal: Marginal Estimation
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We introduce the problem of learning a model that is faithful to the distri-
bution in some formal sense with a goal that is extremely weak — too weak,
on its face — in part as a straw man that will focus our attention on how
we can meaningfully ask for stronger guarantees. Our initial aim will only be
to find a model that matches the mean of a distribution. But we will also
see that marginal guarantees like these are widely used for estimating other
properties of a distribution — especially quantiles. We will talk about this at
length when we get to conformal prediction, and we will think about ways in
which we can strengthen those guarantees as well.

2.1 Means

Recall that in a regression setting in which Y C [0,1], our goal is to learn
a model f* such that f*(x) = Ey.p)[y] — i.e. that correctly captures the
conditional label mean for each x € X'. Of course its not clear how to do this
(or even to test if we have succeeded), but we can begin with a minimal sanity
check: marginal mean consistency:

Definition 2 A model f : X — [0,1] has marginal mean consistency error «
if:

E @]~ E p=a

If a« =0 we’ll just say that f satisfies marginal mean consistency.

This minimal sanity check is an example of a marginal guarantee because



6 Uncertain: Modern Topics in Uncertainty EstimationI NCOMPLETE WORKING DRAFT

it depends on f only through an unconditional expectation E[f(x)], rather
than constraining the behavior of f conditional on any property of x. In other
words, its just an average over all inputs to f. f* satisfies marginal mean
consistency, so if our model f does not, this means that our model f must not
be f*. Of course, failure to satisfy marginal mean consistency is easy to fix:
Let: R
A= E [y- E [f@@)] and f(z) = f(2) + A.
(z,y)~D xz~Dx
It is easy to see that f satisfies marginal mean consistency:
Lemma 2.1.1 f(x) = f(z) + A satisfies marginal mean consistency.

Proof 1

LE @] = B [f@)]+A
= LE f@N+ E - E [f@)]
" ey

as desired.

What is less obvious is that f is more accurate than f — as measured by
its squared error.

Lemma 2.1.2 Fiz any distribution D, let f : X — [0,1] be any model, let
A = Egypyoply] — Eenpn[f(2)], and let f(x) = f(x) + A. Then over the
distribution D:

B(f7D) :B<f7D)_

Proof 2 We can directly compute:

B(f,D) - B(f,D) E (@) -v?-(f@) -v?

(z,y)~D

[f —2f(x)y+y° — f(2)” +2f(2)y — yz}

- [f@)? = 2f(@)y = (f(@) + ) + 2(f(2) + A)y]
[

-

= LE, f@)? =2f(z)y — f(2)? — 2Af(x) — A% + 2f(2)y + 2Ay]
_ 2

= Iy) " 2Af(z) — A +2Ay]

= 2A (m,gw ly — f(x)] —

= 2A% — A?

= A2

So not only is it easy to fix a model that does not satisfy marginal mean
consistency, it is always in our interest to do so if we care about accuracy: the
fix is strictly accuracy improving (as measured by squared error).
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2.2 Quantiles

Rather than asking for a model that matches the mean of a distribution
marginally, we can ask for a model that matches a target quantile of a dis-
tribution marginally. For simplicity, we will assume that all marginal label
distributions D(z) are continuous.

Definition 3 Fiz any 0 < g < 1. 7 is a g-quantile of a label distribution if:

Priy<7]=g¢q
Yy

We also write Q(1) = q.

Once again, our goal might be to produce a model f : X — [0,1] that
on each input x outputs a value f(x) that is an g-quantile of the conditional
label distribution D(x). This will generally be impossible, but we can define
marginal quantile consistency as a simple sanity check analogue of marginal
mean conssitency.

Definition 4 A model f : X — [0,1] has marginal quantile consistency error
o with respect to a target quantile q if:

et = f@] - =a

If a = 0 we’ll say that [ satisfies marginal quantile consistency for target
quantile q.

Just as the Brier score will play a key role in our analysis of models that
aim to match distributional means, pinball loss will play a key role in our
analysis of models that aim to match distributional quantiles.

Definition 5 The pinball loss function for target quantile q is:
(y—7)q y>r
(T=y)1—q) y<r7
Given a data distribution D and a function f : X — [0, 1], write:

PB(fD) = E_[L(f(z).)]

L(I(Ta y) = {

We will sometimes elide the distribution D when it is clear from context.

Observe that for ¢ = 1/2, this is simply (a scaling of) the absolute value
difference function: Ly /5(7,y) = |7 — y|. Just as the constant that minimizes
the Brier score on a distribution is its mean, the constant that minimizes the
pinball loss for a target quantile ¢ is a g-quantile:
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Lemma 2.2.1 For any continuous distribution over y and any 0 < g <1

7, = argmin E[L, (7, y)]
refo,1] Y

is a q-quantile.

Proof 3 Since the distribution is continuous, this is a continuous convez
function and takes its minimum at a point that has a (sub)derivative equal
to 0. Thus We can calculate a (sub)derivative of the function:

dE,[Ly(T,y
LTI gy - gy <] - g1py > 7]
T y
= Elily<+]-q
= Prly<t]—g¢
y
Thus by inspection we see that there is a sub-derivative that takes value 0
for exactly values 7, for which Pr,ly < 7,] = ¢ — i.e. g-quantiles of the
distribution.

It will also be useful for us later on to have an analogue of Lemma [2.1.2
for pinball loss — i.e. a lemma that says that if we start with a model f that
is far from satisfying marginal quantile consistency, and then apply a shift
so that it does, that we make quantifiable progress in terms of reducing the
expected pinball loss for the function.

Suppose that f : X — [0, 1] has marginal quantile consistency error a. Let
A € Rbesuch that: Pre, yply < f(2)+A] = g. Such a value A is guaranteed
to exist since we have assumed that the conditional label distributions D(z)
are continuous, and so Pr(, ,)~ply < f(x)+ A] is a continuous monotonically
increasing function taking values in the full range [0,1]. Let f(z) = f(z) +
A. By construction, f satisfies marginal quantile consistency with respect to
target quantile g. It also has improved pinball loss. But in order to claim that
the pinball loss has improved by an amount that we can bound away from 0,
we will need to assume that the conditional label distributions has bounded
probability density — or equivalently that its cumulative distribution function
is Lipschitz-continuous.

Definition 6 A conditional label distribution D(x) is p-Lipschitz continuous
(or just p-Lipschitz) if for all 0 <7 <7/ < 1:
Pr y<7]—- Pr [y<7]<p(r'—71)

y~D(x) y~D(z) "

A distribution over labelled examples D is p-Lipschitz if for each x € X, D(x)
is p-Lipschitz.
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The above definition is actually somewhat stronger than we need right now
— we don’t need the Lipschitz condition simultaneously for each conditional
label distribution D(x), but only marginally over the whole distribution —
but this stronger condition will be useful for us later on.

Lemma 2.2.2 Fiz any distribution over labeled examples D that is p-
Lipschitz. Fiz any model f : X — [0,1] that has marginal consistency error o
with respect to target quantile q, and let f(ac) = f(z) + A with A chosen such
that f satisfies marginal quantile consistency for quantile q. Then:

PBy(f) < PB,(f) - %

and
2

PBy(f) < PBy(f) + |Ala - j—p

Proof 4 As in the proof of Lemma|2.2.1, we can compute:

FEUW N g MRl )]
dT z~Dy dr
~ B | B <@ r-d]
= Pl S+l
We can now compute:
PBy(f(0) = PBy(f(@)) = PB,(f(x) +A) ~ PB,(f()
L [ PBisn,,
0 dr

- /OA <(w71;)1;m[y§f(x)+ﬂq) dr

_ foi Pr(gy~ply < f(z) + 7ldr = |Alg A >0
fo Pr(w,y)wp[y < flz)+7)dr+|Alg A<O

Priy y)y~ply < f(x)+7] is a non-negative function that is increasing in 7, and
so if A <0 (i.e. if initially f(x) is over-predicting the q’th quantile), then we
have that fOA Prp oy < f(x) + 7]dT evaluates to the negative of the area
under the CDF' of the distribution between f(x) + A and f(x).

Similarly the integral takes positive value if A > 0 and corresponds to the
area under the CDF between f(x) and f(x)+ A. First we consider the case in
which A > 0. We need to bound fOA Pri oy < f(z) + 7]dT. Here we will
use the Lipschitz condition to upper bound the maximum possible area under
the CDF. The worst case is that the CDF of the label distribution increases as
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Upper and lower bounding the local area under the curve when A > 0. Here
F(T) = Pr(ac,y)N’D [y < f(x) + T}

quickly as possible at a linear rate from q— « to q between T =0 and 7 = a/p,
and then maintains a constant value at q from 7 = a/p to T = A (See Figure
. Calculating the area under this worst case curve, we have:

A
a o
Pr <flx)+7ldr < (A——=)-qg+—-(¢—a)+—-—
| LB < f@erar < (A=2)g+S-a)+ 2]
2 2
N L. LR
pp P 2p
2
N
2p

Combining with above, we have that:

R o? 2
PBy(f) = PBy(f) < glAl = 52 = alAl = =5~

Next we can lower bound the area under the CDF. Again by the Lipschitz
condition, the smallest area under the CDF that respects the Lipschitz con-
dition arises if the CDF remains constant taking value ¢ — o from 7 = 0 to
T=A— % before increasing at a linear rate to q from 7 = A — % to T = A.
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Upper and lower bounding the local area under the curve when A < 0. Here
F(T) = Pr(m,y)ND [y < f(%) + T}

See figure[2.]. In this case the area is:

A 2
/ Pr [y < f(x)+7]dr > A(q—a)—&—a—
o (=)

~D 2p
a2
= Agq—Aa+ —
2p
Combining with the above we have that:
. o2 o2
PBy(f) = PBy(f) = [Alg — |Ale + 25 |Alg = —[|Ala + 2

In the remaining case in which A < 0, our worst cases are reversed (we need
to maximize the area under the curve to lower bound the integral and minimize
the area under the curve to upper bound the integral). Once again, the CDF
that minimizes the area under the curve subject to the Lipschitz constraint
behaves as follows (See figure : The CDF remains constant at q between
T=A and T = —a/p, before increasing as quickly as possible at a linear rate
up to value ¢ + « between 7 = —a/p and T = 0. In this case we have that:

/OA Pr [y< fa)+rldr < —(|A|q+§‘;)

(z,y)~D "

2
«

= —qlAl- 2,

P
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Again combining with above we get that:

) A a? A a2
PB — PB < — - — - __
W) = PB(f(@) < ~alA| = 5+ ala| = =
Finally, the CDF that maximizes the area under the curve subject to the
Lipschitz constraint increases at a linear rate from ™ = A toT = A+a/p from
value q to value g + a, and then remains constant at ¢ + o from 7 = A + %
to T = 0. Computing the area under this curve, we get:
A a? o
Pr [y < f(z)+7)dr > —<+ Alg+ a(|lA —)
| LB < @)+ Al +a(al - )
2
@
= 1Ak~ |Ala
p

Together with the above we have that:

. o? o2
PBy(f) = PBy(f(x)) 2 57 = |Ala = [Ala +g|A] = 2% Al

which completes the proof of the lemma.

So once again, if a model fails to satisfy marginal quantile consistency, it
is easy to fix the model, and once again, doing so is accuracy improving —
this time as measured via Pinball loss.

We’ll make one more observation: we proved Lemma under the as-
sumption that the underlying distribution D was p-Lipschitz. But eventually,
when we want to apply similar arguments to algorithms run on data sampled
from some underlying distribution, we will face the problem that the empirical
distribution over a finite dataset is discrete, and hence cannot be Lipschitz at
fine enough resolutions. But we observe that Lemma[2.2.2actually only speaks
to updates A that are applied to fix marginal consistency error of scale a —
and if the underlying distribution is p-Lipschitz, we must have that A > %. So
we really only require that the underlying distribution is Lipschitz at scales
larger than % Here we define the condition we need — Lipschitzness only at
large enough scales:

Definition 7 Fiz p,r > 0. A conditional label distribution D(x) is (p,r)-
Lipschitz continuous (or just (p,r)-Lipschitz) if for all 0 < 7 < 7" < 1 such
that ' — 17 > 1r:

Pr y<7]—- Pr [y<7]<p( -1

y~D(x) y~D(z) "

A distribution over labelled examples D is (p,r)-Lipschitz if for each x € X,
D(x) is (p,r)-Lipschitz.

Using the insight that our proof of Lemma really only used the condition
of (p, %)-Lipschitz continuity, we have the following lemma:
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Lemma 2.2.3 Fiz any p,o > 0. Fixz any distribution over labeled examples
D that is (p,%)—Lz'pschitz. Fiz any model f : X — [0,1] that has marginal
consistency error a with respect to target quantile q, and let f(x) =f(z)+ A

with A chosen such that f satisfies marginal quantile consistency for quantile
q. Then:

PB(f) < PBy(f) — 5
and )
N «
PBq(f) SPBq(f)‘HA‘O‘_pr

2.2.1 Generalizing From Data

Thus far we have been acting as if we have direct access to the data distribution
D, and in particular, given a fixed model f can compute the quantity A
such that f(z) = f(x) 4+ A satisfies our marginal consistency desideratum
with respect to either means or quantiles. But of course we generally will not
have direct access to D, and will instead have only a sample D ~ D™ of n
points drawn i.i.d. from D. What we will generally do (now, and for more
complex algorithms in later chapters) is run our algorithms on the empirical
distribution over our sample D, and then prove that the guarantees that our
algorithms have on D carry over (with small loss) to D.

Theorem 1 Fix any model f and distribution D, and let D ~ D™ consist of
n samples drawn i.i.d. from D. Let A be such that f(x) = f(z) + A satisfies
marginal mean consistency on D. Then with probability 1 — & over the draw
of D, f has marginal mean consistency error at most a on D, for:

21log(2/0)

n

Proof 5 This is an application of Hoeffding’s inequality (Theorem@) which
we quote here in its first use:

Let X4,...,X, be independent random wvariables bounded such that for
each i, a; < X; < b;. Let S,, = E?:l X, denote their sum. Then for all
t>0:

942
Pr{|S, — E[Sy]| > 1] < 2exp (Z"_l(;ta)?>

In our case, we have that A = L > zyepy—f(z)), and each term
f(x)) is bounded such that:

1
5(2/*

1
< -
n

(y— flx)) <

S|
SRS
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We also have that Ep A = B¢, yply — f(x)]. Thus we can apply Hoeffding’s
inequality to conclude that:

2
PmA—wgd@—f@m>ﬂ<2mp<Zt>

Setting the right hand side to be at most 6 and solving for t, we find that:

3 e 21og(2/0)
A= E - f@lz 71]

Pr <4

Finally, recall that by definition, f has marginal mean consistency error:

(z,gw[f (z) - y]’ = (mgw[f (z) +A - y]’
S‘A‘@Emw—ﬂm
21og(2/9)

where the last inequality holds with probability 1 — 6, as established by Hoeffd-
ing’s inequality.

Theorem 2 Fiz any model f and distribution D, and let D ~ D" consist
of n samples drawn i.i.d. from D. Let A be such that f(z) = f(x) + A has
quantile mean consistency error o with respect to some target quantile q on
D. Then with probability 1 — § over the draw of D, f has marginal quantile
consistency error at most o with respect to target quantile ¢ on D, for:
oo s [198270)
2n

Proof 6 This is an application of the DKW (Dvoretzky—Kiefer—Wolfowitz)
inequality (Theorem@) which we quote here in its first use:

Let D € Z™ be any distribution and let D ~ D™ consist of n points sampled

i.i.d. from D. Let F(c) = Pr )~ply < c| denote the CDF of the label

distribution induced by D, and let Fp(c) = %Z(w,y)eD 1ly < ¢ denote

the CDF of the empirical label distribution induced by D. Then for every

t>0:

Pr {sup F(e) — FD(C)’ > t] < 2exp (—2nt?)
ceR
Consider the distribution D' which is derived from D by replacing the label

y of each example (x,y) with the label y' = y — f(x). We apply the DKW
inequality to this distribution. By definition, A is chosen such that

r
(z,y)~D

wsﬂ@+M—ﬂ:d
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rearranging, this is: X
[Fp(A) —ql <o

Applying the DKW inequality with t = logéi/é) , we have that with probability
1-4:

log(2/9)

2n

And so |[F(A) —q| < o' + % Ezpanding out the definition of F(A) we
have that

|Fo(a) - F(a)] <
w2 (xBrND[y—f(ﬂf)SA]—QI

= Pr < f(x) + A] —
GPr < f@)+ A q’

= Pyl - q‘

The result is that we can simply proceed as if our sample is our underlying
distribution when we aim for marginal consistency — and our marginal con-

sistency error on the underlying distribution is guaranteed to be larger than
our empirical marginal consistency error by at most ¢ with probability 1 — ¢,

whenever n > Q) (1°g(§/5)).

€

2.3 Sequential Prediction

What about when we are in a sequential prediction setting, and there is no
distribution? Even when examples are selected by an adversary, we can still
talk about marginal mean and quantile consistency (and all of the other dis-
tributional measures that we will introduce in later chapters). We will always
evaluate these guarantees ex-post, over the empirical distribution over the
transcript.

Definition 8 Fiz a transcript @ = {(z¢,pi,y:)}1oq consisting of examples
(x4,y:) € X x Y and predictions p; € [0,1]. The transcript satisfies marginal
mean consistency with error a if:

1« 1«
T;pt—ftz:;yt

It satisfies marginal quantile consistency with respect to a target quantile q
and error a if:

=«

=«

Zl[yt <pl—4q

t=1

Nl
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Our goal in sequential prediction settings will generally be to derive al-
gorithms that guarantee that against any adversary, they generate a tran-
script 7 that with high probability (or with certainty) satisfies some notion
of statistical consistency. In general, solving these problems in the adversar-
ial sequential setting is only more difficult than solving them in the batch,
distributional setting, in a formal sense: If we have algorithms that promise
consistency guarantees in the sequential setting, then by running them on
data that is in fact drawn i.i.d. from some distribution, we can also obtain the
same guarantees in the batch setting. The reverse is not true — the sequential
setting is generally strictly harder.

Here we give a warm-up version of this style of theorem, just for mean
marginal consistency. In this case, it is easy to more directly get the same kinds
of out of sample guarantees — but more later we will see more sophisticated
versions of this kind of online-to-offline reduction. It will be an application of
Hoeffding’s inequality, which we state as Theorem [6}

Theorem 3 Suppose we have an algorithm A that when run against any ad-
versary for T rounds generates a transcript w that satisfies marginal mean
consistency with error at most o.. Suppose we have some model f : X — [0, 1]
and a data distribution D, and consider the following procedure to simulate
an adversary. At each round t we:

1. Sample (&4,9) ~ D
2. Feed algorithm A the sample (zt,y:) = (£, 9: — f(Z))
This results in some transcript © = {(x¢,pe, y¢) } =y Let A = £ Zle pt and

let f(z) = f(x) + A. Then for any & > 0, with probability 1 — 0, f satisfies
marginal mean consistency with error o/ for:

o <at 210g7(12/6)

Proof 7 Since 7 is promised to satisfy marginal mean consistency with error
at most a, we know that:

<a

1 <& 1 <&
LS M
t=1 t=1

Let:

1 &

A=r ;(yt = f(&))
Plugging in the definitions of A and y; we have that:

|A7A|§04



A Simple Goal: Marginal Estimation 17

Note also that since (4, §:) are sampled i.i.d. from D, we have that:

EAl= E_ly-f@)

We can now apply Hoeffding’s inequality (Theorem IE) to the quantity
A=1 Zthl(gjt — f(&¢)). Each term in the sum is bounded between —1/T <
(9 — f(24)) <1/T and so we have for any € > 0:

—2T 2
> €| <2exp

pr|la- B - so) :

(z,y)~D

The right hand side is at most § when we have:
21log(2/0)
€= T
We therefore have that with probability 1 —§:

B f0) -1l = | B @) +a-y)

(z,y)~D (z,y)~D

as desired.

Next, we’ll see a simple algorithm that can guarantee marginal mean con-
sistency with error on the order of O(1/T) on any sequence of length T —
i.e. without assuming that the data points come from a distribution. The
algorithm will be silly on its face as a prediction algorithm — always predict-
ing that today’s outcome will be equal to yesterday’s outcome. Its excellent
performance (as measured by marginal mean consistency) tells us something
about the weakness of marginal guarantees.

Algorithm 1 Online-Marginal-Mean-Predictor
Let Yo = 0
fort=1toT do
Observe z; (and ignore it!)
Predict p; = y:—1
Observe y;.
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If we imagine using this algorithm to predict weather, then what it does is
the following: If it rained yesterday, it predicts a 100% chance of rain today.
Otherwise it predicts a 0% chance of rain. And yet:

Theorem 4 For any sequence of evamples of length T, {(z¢,y:)}L_, Online-
Marginal-Mean-Predictor (Algorithm produces a transcript that satisfies
marginal mean consistency with error « for a < 1/T.

Proof 8 Using the fact that py = yi—1 (and yo = 0) we compute:
T T T T
1 1 1 1
Zpt* Zyt fzyt—lffzyt
t=1 t=1 t=1 t=1

oy |
= Tyo yr

1
< =
- T

=l
el

Now lets do the same for quantiles. First we argue that obtaining marginal
quantile consistency in the online setting is sufficient to obtain marginal quan-
tile consistency on a distribution, and then show a simple deterministic algo-
rithm for obtaining marginal quantile consistency in the online adversarial
setting. There will be one major difference, which is that to convert an on-
line sequence of predictions to an offline quantile predictor, we cannot simply
average the predicted quantiles as we did with predicted means (because the
relationship between the numeric value of quantiles and their inverse CDF
value is not linear). Instead, we will randomize over the sequence of predic-
tions, which will result in an offline randomized quantile predictor.

Theorem 5 Suppose we have an algorithm A that when run against any ad-
versary for T rounds generates a transcript m that satisfies marginal quantile
consistency with error at most a for some target quantile q. Suppose we have
some model f : X — [0,1] and a data distribution D, and consider the follow-
ing procedure to simulate an adversary. At each round t we:

1. Sample (&, 4:) ~ D
2. Feed algorithm A the sample (zt,y:) = (&, 9: — f(Z))

This results in some transcript m = {(x¢,pr,ye)}eey. Let A be the random
variable that takes value in {p1, ..., pr} uniformly at random (i.e. A = py with
probability 1/T, A = py with probability 1/T, etc.) Let f(z) be the randomized
predictor defined has f(z) + A. Then for any 6 > 0, with probability 1 — 4,
f satisfies marginal quantile consistency with error o with respect to target
quantile q for:
, 21n(2/4)

<a+ —r
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In other words:

Pr < f(x)+ Al —q| <a
I RN CRTSEY

Proof 9 Since 7 is promised to satisfy marginal quantile consistency w.r.t.
quantile q with error at most o, we know that:

Z]l[yt <pi—q

t=1

<«

Nl =

Plugging in the definition of y; we have that:

~

1

— <«
T =
t

ge — f(2¢) <pe] — ¢
1

Let D' be the label distribution induced by outputting the label y — f(x) for
(z,y) ~ D and let F denote its CDF: F(z) = Pry.p[y < x]. We want to
be able to say that % 23:1 F(p:) =~ q, but we have a problem: the indicators
1{y: < ps] are not independent random variables even though the y, are, since
each py is potentially chosen as a function of all previous labels y1,...,yi_1.
Hence we cannot apply Hoeffding’s inequality. But all is not lost! We will need
Azuma’s inequality (Theorem@) which we quote here before its first use:

Let X4, ..., X, be random variables (not necessarily independent) bounded
such that for each i, | X;| < ¢;. Let X; denote the prefic X1, Xa, ..., X;-1.
Then for all t > 0:

n n —t2
Pr [ ZXZ' — ZE[Xi‘X<i] > t] < 2exp (22’I'LCQ>
i=1 i=1 =1

Recall that for a sequential prediction algorithm, p; can be chosen as a
function of past examples — but must be independent of the current example
y¢. Hence we do have that Ey,[1yy < p|ly<:] = F(p:). For us, the random
variables are 1/T(1[y: < pt]) which are bounded by ¢; = 1/T. Thus we can

apply Azuma’s inequality with t = 4/ w to conclude that:

<94

T T
Pr

Zl[yt Spt]_%ZF(pt) > M

- T
=1 t=1

1
T

Combining this with our guarantee of marginal quantile consistency, with prob-
ability 1 — 0 we have that:

21n(2/6)

< a+ T

%ZF(pt)—q

t=1
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Finally we can compute:

Pr < f(x) + —
1(;E7y)w73[z~/ f(x)+pd —q

Nl =
[M]=

Pr < f(z) + Al — =
(W)ND,A[y,f() ] q’ t

Nl =
M=

F(pt) —q

o~
Il
_

21n(2/9)
=« T

where the last inequality holds with probability 1 — § over the draws of
{2, y0) -

Next, we give our algorithm for making predictions that satisfy online
marginal quantile consistency for any target quantile ¢ against any adversar-
ially chosen sequence of examples. The algorithm takes as input a “learning
rate” parameter 1, and can be viewed and analyzed as online gradient descent
on the pinball loss. But the specific form of the resulting update also lends
itself to a very simple analysis showing that its quantile error tends to 0 at
a rate of 1/T, just as our algorithm for obtaining marginal mean consistency
does.

Algorithm 2 Online-Marginal-Quantile-Predictor(q, n)
Let py =0
fort=1toT do
Observe z; (and ignore it!)
Predict p;
Observe ;.

Let piy1 = pe +n(q — Ly: < pt])

Theorem 6 For any sequence of examples of length T, any target quan-
tile ¢ € [0,1] and any update parameter n > 0, Online-Marginal-Quantile-
Predictor(q,n) (Algorithm @) produces a transcript that satisfies marginal
quantile consistency with error a for a < 177+—T7’

Proof 10 Ezamining the update rule p;1 = pi+1(q— 1|y < pi]) and solving
for L[y < p]), we see:

N

Ly: <pel =q
n
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So, we can compute:

T
1 1
Tzl[yt <pl = q- ﬁZ(pt+1 —pt)

t=1 t=1

Neat observe that for all t, |pe — piy1| < 1, and since yi,q € [0,1], if pr > 1,
it must be that 1y < p¢] = 1 then pry1 < pr and similarly if pr < 0 then
Der1 > pe. Hence we must have for all t that:

—-n<p<1+n

So we have:

Pr+1
nT

<Lt
nT

1 T
TZﬂ[ytSpt]q|
t=1

Remark 2.3.1 In fact, there is an even simpler algorithm that can guarantee
marginal quantile consistency against an adversary, with error tending to 0 at
a rate of 1/T. For a q fraction of rounds, predict p; = 1, and for a 1—q fraction
of rounds predict py = 0. Because we know that y; € [0,1], we have that on the
q fraction of rounds for which p; = 1, 1ly: < p:] = 1 and for the remaining
1 — q fraction of rounds, 1ly: < p] = 0. Hence we can satisfy marginal
quantile consistency in an entirely data independent way, which should make
us suspicious of marginal guarantees and make us ask for something stronger.

References and Further Reading

Lemma (bounding the change in pinball loss as a function of the change in
predicted quantile under a Lipschitz condition on the distribution) is adapted
from [Jung et al|[2022]. Algorithm [2] and its analysis are adapted from [Gibbs
and Candes|[2021], who derive it in the context of conformal prediction (which
we will see later in Chapter [7)).






3

Calibration

CONTENTS

3.1 Introduction to Calibration ............... .. ..o 23

3.2 Calibrating a Model f ... ... . o 25

3.3 Quantile Calibration ..., 28

3.4 Sequential Prediction ...............c i 30
3.4.1  Sequential (Mean) Calibration ...............cc.oooo.... 31
3.4.2  Sequential Quantile Calibration ......................... 36
References and Further Reading ......................o.ooo. 41

The marginal guarantees we saw in Chapter [2] were easy to obtain, but ex-
tremely weak. In this chapter we’ll see one way to go beyond marginal guar-
antees, by making calibrated predictions. Calibration on its own is also quite
weak, but not as weak as a marginal guarantee, and should be thought of as
one step up in terms of a “sanity check” intended to falsify whether we have
learned the true conditional label distribution.

3.1 Introduction to Calibration

In this section we’ll focus on regression problems in which the label domain is
real valued: ) C [0, 1]. A natural special case is when we are predicting binary
outcomes: Y = {0, 1}, but everything we say holds also for the general real
valued case.

In such a setting, we often want to solve the regression problem: that is,
to find a model f : X — [0,1] that has the property that for all z € X,
[*(x) = Eyup,, (2 [y] is the conditional label expectation given x. Of course, we
don’t generally expect to actually find this function (for a variety of reasons),
but that’s going to be our goal.

Suppose we try and solve this problem and come up with some model f.
How can we evaluate whether f is any good? If our goal is purely prediction, we
might evaluate f via its squared error — i.e. the expected (squared) deviation
of its prediction from the true label. This is the objective we would minimize
if we were solving (e.g.) a least squares regression problem:

23
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Definition 9 (Squared Error) The squared error (also known as Brier
score) of a predictor f is:

B(f)= E (/@)

On the other hand, if we want our predictions f(x) to have the same
probabilistic semantics as f*(x) — namely that they be a prediction about the
expected value of y, then we might want that f(z) be calibrated. Calibration
asks that the predictions of f be correct conditional on its own predictions:
Roughly that E(, ,)~py|f(z) = v] = v for all v. So that the conditioning event
makes sense, we will restrict attention so functions f that have a range of finite
cardinality, and study average calibration error. Let R(f) = {f(z) : = € X}
denote the range of f, and let m = |R(f)| denote the cardinality of f’s range.
We will assume m < oo.

Definition 10 (Average Calibration Error) The average calibration er-
ror of a predictor f on a distribution D is:

v = (x,ENDW(”C) = v]

Ki(fD)= >, Pr [f(x)=1]
veR(f)

The average squared calibration error is:

RGP~ 3Bl = (v, B bilr@) =)

Finally, we can define a notion of maximum calibration error. Just as with

our average notions, we weight by the probability mass of the levelsets to avoid
needing to measure quantities over sets with tiny mass:

Ko(f,D)= max Pr T)=wv
(£.0) = max  Pr_(f(z) =]

[ylf(x) =]

v —

E
(z,y)~D

When the distribution D is clear from context we will sometimes elide it and
simply write K1(f), Ka(f), Koo (f), etec.

Sometimes it will be more convenient to work with one of these quantities
over another, but they are closely related to one another:

Lemma 3.1.1 For any predictor f : X — [0,1],
Ko(f) < Ka(f) < VE(f)
Koo(f) < K1(f) £ mKoo(f)

Proof 11 Ky(f) < Ki(f) follows from the fact that since v and
y are bounded in [0,1], term by term (v—]E(zyy)ND[y|f(x):v])2 <
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|v = Eponlylf(z) =0]|. Ki(f) < /Ka(f) follows from the Cauchy-

Schwarz inequality:
2 2
<E[1?]-E <v - E T)="v )
| <Ew [ JE i) =1 ]

Koo (f) < K1(f) follows from the fact that a sum of non-negative terms upper
bounds a mazimum over the terms, and K1(f) < mK(f) follows from the
fact that K1(f) is a sum of m terms each of which is upper bounded by Ko (f).

Bl

v

v= E_lblf)=1

T,y)~

Unlike squared error, which we may never be able to drive to zero (because
of inherent unpredictability), we can in principle drive calibration error to zero:
observe that Ko(f*) = 0.

In fact, f* also minimizes the squared error over the set of all functions
because f*(z) minimizes squared error point-wise per prediction :

Lemma 3.1.2 Fiz any distribution on labels Dy. Let v* = Ep,, [y] denote the
true label expectation, and let © = v* + A for some A # 0. Then:

E [(6—y)° - (v —y)?] = A2

y~Dy
Proof 12
E [(0—y)?— (" —y)? = 0% — 20 24 o
JE 0=y = —y)7] My [0% — 20y — (v7) ]
= [(v" +A) —2vy—(*)2+2v*y]
yNDy
= [20"A + A% = 2(v* + A)y + 2v*y]
yNDy
= [2v*A + A? — 2Ay]
yNDy
= WA+ A% —20"A
— A2
.|

3.2 Calibrating a Model f

Suppose we are given a model f with large average calibration error Ks(f).
Can we fix it? And will fixing it come at the cost of accuracy (say, as measured
by squared error B(f))? The answers are “Yes”, and “No” respectively! :-)
There is a simple algorithm that takes as input an arbitrary model f and
outputs a modified model f such that:

1. f has as low average calibration error as we like: For any «, we can
produce f such that Ks(f) < «
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2. f has strictly lower squared error than f if f was not already cali-
brated.

3. The range of f is only smaller than the range of f: |[R(f)| < |R(f)|

The basic idea will be to take some intermediate model f; and then “patch”
it if it is not already calibrated, to produce a better model f;1;. We will focus
on the simplest possible “patch”, and form our calibrated model by simply
stringing them together.

Definition 11 (Value Patch) Given a model f and a pair of values v,v' €
[0,1], we say that the value patch applied to f with pair (v,v") is the function:

v fl@)=v

f(x) otherwise

h(z, f;v =) = {

Algorithm 3 Calibrate(f, «, D)
Let fo = fand t = 0.
while K5(f;, D) > o do
Let:

2
v argmax Pr r)="v v — E ) =7
= veg X e [fi(x) ]( (@~ [yl fe(x) ]))

/
- FE —
Uy (m,y)N'D[y|ft(x) o

Let fi11 = h(x; ft,ve = v;) and t =t + 1.
Output f;.

We can now analyze the algorithm.

Theorem 7 After T rounds, where T' < =, Algorithm@ outputs a model fr
such that Ko(fr) < o and B(fr) < B(f).

Proof 13 Observe that at each round before the algorithm halts, since
Ks(fi) > o we must have that:

~ (zy)~D

B i@ =u)) > =

Av= Pr [fizx) =] (vt—

Rearranging, we also have that:

Pr(m,y)ND[ft(x) = Ut]

(v — 02)2
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Let D(vy) = D|(fi(x) = vy) be the distribution that results from condi-
tioning on the event that fi(x) = vy and let D(v:) = D|(fe(x) # vi) be the
distribution that results from conditioning on the event that fi(x) # vi. We
have from Lemma[3.1.3 that:

B(fi41,D) — B(f:, D)
= Prlfi(z) = ve)(B(fi+1, D(vr)) — B(fi, D(v)) + Pr(fi(x) # v (B(fes1, D(0r)) — B(fe, D(0r))
= Pr[fi(z) = v](B(fi+1,D(vr)) — B(f, D(vt))
= Pr(fi(x) = vi)(v; — v})?
- A
-

Here the second to last inequality follows from Lemma [3.1.3 Since for any
model f : X — [0,1], B(f,D) <1 and for any model fr B(fr,D) > 0, the
algorithm must halt after at most T' <t many rounds. Since each iteration
decreases squared error, it must be that B(fr,D) < B(f,D).

In fact, this argument is wasteful, although its form will be useful for us
later when we investigate stronger forms of calibration. However for simple
calibration, there is a simple one-shot algorithm that obtains perfect calibra-
tion and decreases squared error by exactly the amount of the calibration error
of the original model.

Algorithm 4 One-Shot-Calibrate(f, D)
For cach v € R(/) 1ot (v) = Eyy)-p 17 (@) = 0))
Output the model f defined as f(x) = ¢(f(x)).

Theorem 8 For any function f, One-Shot-Calibrate(f, D) (Algorithm[4] out-
puts a model f such that Ko(f) =0 and B(f) = B(f) — Ka(f).

Proof 14 Consider any level set of f: S(v) = {z : f(z) = v}. By definition,
for all z € S(v), we must have f(x) =v" such that c(v') =v — i.e. such that
c(f(x)) = Eqyy~plylf(z) = v']) = v. Let P(v) = {v' : ¢(v') = v}. We have
that

ZU’EP('U) Pr[f(x) = U/]C(U/)

(xﬂf',y)[y\x €5l = Zv/ep(v) Prif(z) = v'] -

Hence:

Kx(f) = Y Prlf(e) =] (v~ Elylz € S(v)))* =0

vER(f)

Next, observe that we can decompose the squared error of both f and f
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according to the level sets of f, which form a partition for X:

B(f,D) - B(f,D) = E[(f(x)-y)’] - E[(f(z) —y)’]
= Y Prlf(@) =] E[(f(z) —y)® — (c(f(x) = )| f(2) = 0]

veR(f)

= 3 Prlf(e) = o] E[(v — 9) — (c(v) — )| f(z) = 1]
veR(f)

= Y Prf(a) = ol(v - c(v))?
veR(f)

where the last equality follows from Lemma[3.1.2 But:

> Prlf(x) =vl(v—c(v))® = Y Pr[f(z) =v](v-E[y|f(x) = v])* = Ka(f)

vER() vER()
which completes the proof.

Thus we see that mis-calibrated models can always be improved: they can
be efficiently updated to have no calibration error, and in performing this
simple update, their squared error is improved by an amount equal to their
initial calibration error. This also shows that squared error can be decomposed
into two terms: calibration error, and the remainder (which is sometimes called
refinement error), and that the part corresponding to calibration error can
always be removed.

We will eventually be interested in calibrating predictors using a finite
sample of data from a distribution (rather than giving our algorithm the ability
to directly and exactly compute expectations on the distribution), which will
require proving generalization theorems. But we will defer this to Chapter [4]
when we will prove such theorems for more demanding notions of calibration.

3.3 Quantile Calibration

We can similarly define quantile calibration for a target quantile g, which
asks that a model f produce quantiles f(x) that satisfy marginal quantile
consistency not just overall, but conditional on the value of f(z).

Definition 12 (Average Quantile Calibration Error) The average quan-
tile calibration error with respect to a target quantile ¢ of a predictor f is:

Q)= >  Pr [f@)=uljg— Pr_ly<vlf(z)=1]
Ve R f) (zy)~ (z,y)~D
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The average squared quantile calibration error is:

2
Qf)= >  Pr_[f(x)=1] <q — Pr [y<vlf(z)= v])
(z,y)~D (z,y)~D
veER(S)
Finally, we can define a notion of maximum quantile calibration error. Just
as with our average notions, we weight by the probability mass of the levelsets

to avoid needing to measure quantities over sets with tiny mass:

— Pr <v|f(z)=w
0= P ly<olf@) =0

Qoo(f) = max  Pr [f(z)= 1]

veR(f) (z,y)~D

The relationship between these different measures of quantile calibration error
is the same as it is for the corresponding measures of (mean) calibration error:
we restate their relationship here without proof, which is identical to the case
of mean calibration.

Lemma 3.3.1 For any predictor f : X — [0,1],

Q2(f) < Q1(f) < VQa(f)

We now give an analogue to our one-shot mean calibrator. There is also an
analogous iterative version — that we will build on when we study multigroup
guarantees in Chapter @] — but as with mean calibration, it has no advantages
in this setting.

Algorithm 5 One-Shot-Quantile-Calibrate(f, ¢, D)
For each v € R(f) let

c(v) = argmin |q — Prly < o'|f(z) = v]]

Output the model f defined as f(z) = ¢(f(z)).

Theorem 9 For any function f, any target quantile value q € [0, 1], and any
p-Lipschitz distribution D, One-Shot-Quantile-Calibrate(f,D) (Algorithm @

outputs a model f such that Qo(f) = 0 and PBy(f) < PB,(f) — Tpog(f).

Proof 15 Consider any level set of f: S(v)
for all x € S(v), we must have f(x) =

that c(f(x)) satisfies Pr(g yply < 0(7( NIf
c(v') =v}. We have that

= {z: f(z) = v}. By definition,
uhtht()*v—zesuch
(z) =] = q. Let P(v) = {v":

5 e ey Prlf (@) = o] Prly < ol f(z) = v/
Frly<vlee Sl = S erioy P = 0
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Hence:

Q2(f) = Y Prlf(z) =v](q—Prly < vle € S@)))* =0

vER()

Next, observe that we can decompose the pinball error of both f and f
according to the level sets of f, which form a partition for X:

PBy(f,D) — PBy(f,D) = E[Ly(f(x),y)] —E[Ly(f(2),y)]
= > Prlf(x) = v E[Ly(f(2),y) — Ly(f(x),y)|f(z) = v]

veR(f)

> > Prff(z) = ](Pr[y < f(a:)gp(:c) =] —q)
veER(f)
1

= Tsz(f)

where the second to last inequality follows from Lemma[2:2.3

3.4 Sequential Prediction

We now return to the sequential prediction setting, this time to solve a more
challenging problem than simply obtaining marginal mean or quantile con-
sistency: our goal will be to obtain empirically calibrated predictions p; in
the worst case over sequences of observations and outcomes. (x¢,y:). We will
assume that our prediction algorithm makes predictions in the discrete grid
pt € [L/m] = {0,1/m,2/m,...,1}. We begin by defining empirical analogues
of our calibration scores K and Q:

Definition 13 (Average Mean and Quantile Calibration Error) Fiz any
transcript m = {(p1,21,Y1), - - -, (pTs 2T, Y1)} Of length T. For each p € [1/m]
let n(m,p) = Zle 1[p: = p] be the number of times that the prediction p, = p
is made over the T rounds of the transcript.
The average squared (mean) calibration error on this transcript is:

Ko = Y n(?p) <ZtT_1Il[pt=p](yt—pt)> :% 3 (2?_11[pt:p](yt_pt)>

pel1/m] n(mp) pelljm] n(m, p)

It will be convenient for us to be able to refer to the un-normalized calibration

Ka(m)= Y (ZtT_l Lp: = pl(y: —m))

pE[1/m] ’rL(ﬂ"p)
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Observe that Ko(m) = %KQ(']T)
For a target quantile g € [0,1], the average squared quantile calibration
error on this transcript is:

T

nm, Tlt: — Iy < py ’ 1 1lp; = — 1y < p¢
@m= Y M (Z lpe = pla~ 1y pD) Ly (Z pe=pla— L[y < i)

pel1/m] =1 n(p) pell/m] \i=1

Similarly, we define the unnormalized qunatile calibration error:

Qm =Y (zT:]l[Pt—qu]l[yt Spt])>2

pell/m] \i=1 n(m.p)

Here any term in the sum in which n(m,p) =0 evaluates to 0 by convention.

We will derive algorithms that (based on their performance on a tran-
script of length ¢ — 1 so far, and possibly on the next context x;) decide
on their prediction p; at round t¢. After they make their prediction, they
learn the true label y;, and the transcript extends by one round. We write
<t ={(p1,21,91)s---, (Pt—1,T¢+_1,Y:_1)} to denote a transcript correspond-
ing to rounds 1,...,¢t — 1, and given a record of the prediction, context, and
outcome at round ¢ (p;, s, y:) write the transcript that is extended by one
round as 75t = <t = 1<t o (p;, w4, 7). Similarly given a transcript 7 of
length T we will write 7= to denote the prefix of this transcript of length ¢.

3.4.1 Sequential (Mean) Calibration

In deriving an algorithm for guaranteeing sequential mean calibration, it will
be helpful for us to understand how the average squared calibration score
increases from round to round, given the prediction of the algorithm p; and
the outcome y;. It will be useful for us to develop some notation.

Definition 14 Fizing a transcript © of length T, for any s < T andp € [1/m]
define the quantity:

VP(n) = i: 1[p: = p](y+ — pt)

=1 n(w=*, p)

If n(m,p) = 0 then by convention we define VP(m) = 0.

We observe that for all p, s, 7:

VE(m)| < \/n(7=*,p)

Our goal is to understand how the calibration error increases from round
to round as a function of the transcript — and once we understand it, give an
algorithm that guarantees that the increase is small. The next lemma bounds
the increase in calibration error between rounds s and s + 1 as a function of
the transcript up through round s + 1.

n(m,p)

>2
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Lemma 3.4.1 Fix any partial transcript 7<° and any triple (psi1, Ts11, Ysi1)
of potential outcomes for the next round. Let 7<%t = 1550 (pgi1, Tsi1, Ysi1)
be the corresponding continuation of the transcript. Define:

As+1(p5+17ys+1) = KQ(W§S+1) - KQ(WSS)

to be the increase in the (unnormalized) squared calibration error that results
from the transcript continuation. Then we have that:

A <[22 Yt
+1p+17y +1) > I e i y+1_p “+1 T e N
T ) n(r<s,psr1) ’ n(T=*, pstr)

Proof 16 Since the terms in the squared mean calibration error corresponding
to predictions p # psy1 do not change, We can compute:

Asi1(Pst1,Ysi1) = Ko(n= Ko(m=*)

_ <z”1n[pt Pt (v m)g (ztlnm Pt (v pt>>2
wSstl ps+1) n( = 7ps+1)

< S“ﬂ[pt el m)g (ztlmm Posa]n pt>>2
) vn 7pa+1

2
_ V'Sps+1 (ﬂ.SS) 4 Ys+1 — Ps+1 Vl)s+1
(TS, psy1)

= <2KPS+1(7T<S) ( Yarl Dot > + (y‘?"l‘l pg+1

n(mSs, psiq) (=%, pst1)

IN

7ps+1

Vp +1
e (Ys41 —Psr 1)+ =
(TS5, psy1) * n(wﬁ,psﬂ)

Next, our plan is to show that for every transcript 7<* there is a distribu-
tion over subsequent predictions psyi such that for every possible realization
of Ysi1, Ep, 1 [Ast1(Pst1,ys+1)] is small. If we can show this, then the algo-
rithm that consists of playing this randomized strategy at each round will have
small expected calibration loss, which we can conclude simply by summing the
terms Ag(ps,ys) from s =1to T.

Towards this end, define:

1 2V5p,9+1
A1 (Ps+1,Yst1) = T (Ys+1 — Ps+1)
n(m=%,psy1)
With this notation, Lemma states that:

1

Ass1(Par Y1) < Agyr (Parn, Yssr) + n(m=*,pas1)’
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Here the term m evaluates to 0 if n(7<%, psyq) = 0.

We next establish a randomized prediction strategy that makes the first
term E,_,, [AL, | (Ps+1,Ys+1)] small in expectation.

Lemma 3.4.2 Fiz any partial transcript n=%. Consider the distribution over
Ds+1 that we can sample from as follows:

1. If VI (r=%) > 0: Predict ps+1 = 1 with probability 1
2. If VO(7=*%) < 0: Predict ps11 = 0 with probability 1.

3. Otherwise: Find a p € {0, %, ceey "‘7;1} such that VP(n<%) > 0
and Vsp+1/m(7r§5) < 0. Compute q € [0,1] such that:
VP (rS<s V8p+1/m <s
LJ F(1—q)- Ve () 0
n(ﬂ-fS’p) n(ﬂ'gs’p+ %)

Predict ps11 = p with probability q and predict ps41 = p + % with
probability 1 — q.

This distribution has the property that for every ys41 € [0,1]:

2
pgl[Ai-i-l(ps-&-lays-‘rl)] < ooy

Proof 17 We bound E,_,, [Al,(psi1,ys+1)] separately in each of the three
cases.

Case 1:

In this case, V2 (7=%) > 0 and p,4+1 = 1. Note that since ys+1 € [0,1], we must
have that (Ys+1 — ps+1) < 0 and so for all ys41 € [0,1]:

2‘/;ps+1

T (y8+1 _ps+1) <0
n(m=*, pst1)

A§+1(Ps+17 Yst1) =

Case 2:
In this case, VO(7=%) < 0 and ps+1 = 0. Note that since ys1 € [0, 1], we must
have that (ys+1 — ps+1) = 0 and so for all ys41 € [0,1]:

2‘/5ps+1

—————"(Ys+1 — Pst+1) <0
(TS, poy1)

Ai-&-l (ps+1a yS+1) =

Case 3:

First we observe that in this case, VO(7=%) > 0 and V}(7=%) < 0. Hence there
must ezist some adjacent pair p,p+ 1/m € [1/m] such that VP(x=*) > 0 and
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Vspﬂ/m(wgs) < 0, so the algorithm is well defined. Recall that q € [0,1] is
vertm(n=e)

L V=) _g) . X EE) :
such that gq Wore=gm) +(1-9q) WoTeere=n 0. We can compute:

s+1 (p5+1, y8+1)]

2VP(nSs) VP M (n<s) 1
= ( e =P+ (1-0) n(r<s,p+1/m) . <y5+1—p—m)>
_ ( 1 2V”“/’”< <) >
m Vn(r=s,p+1/m)
2
S R

Here the last inequality follows from the fact that for all p € [1/m],
[VP(r=*)] < \/n(r=2,p).

Applying the prediction strategy defined in repeatedly gives us an
algorithm (Algorithm@ for making sequential predictions that are calibrated
against arbitrary sequences of outcomes.

Algorithm 6 Online-Calibrated-Predictor(m)

fort=1toT do

Observe z; (and ignore it!)

if V1, (7<!) >0 then
Predict p; = 1.

else if V2 ,(7<!) <0 then
Predict p; = 0.

else
Select p € {0,L,...,
VIR (<) < 0.
Compute ¢ € [0,1] such that:

m=1} such that such that V7 (7<) > 0 and

V) g YA

BT SR —
n(r<t,p) n(r<t,p+ %)

Predict p; = p with probability ¢ and predict p; = p + % with proba-
bility 1 — gq.

Observe y;

Let m<"* = 7<" o (2, pr, yr)

Theorem 10 Against any adaptive adversary, Online-Calibrated-Predictor
(Algorithm@ invoked with the range [1/m] induces a distribution over length
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T transcripts m such that:

2 m+1
IE[K2(7T)] S ot (log(T'/m) + 1)
In particular, if we choose discretization parameter m = /2= then we

log T
have:

log T’
g@[KQ(w)]SO( d )

Proof 18 Fiz any length T transcript # = {(21,p1,91), -, (TT,pT,Y7)}-
Since Ko(7=%) = 0 we have that the telescoping sum:

pta yt

1 Mﬂ
I M’%
5)
S
i
=
=

From Lemma we can write this as:

Ka(m) = A¢(pe, ye)

[M]=

~
Il

1

M=

1
Ao+ Sz )

o~
Il
—

1

o) 3 b

M=

<
¢

Il
_

where in the last step, we take the mazimum over all length t transcripts
ﬁl = {(jlaﬁlagl)a LR (a?TaﬁTJJT)}

We now take the expectation of both sides (over the randomness of the
algorithm’s predictions p;) and apply Lemma :

E[Ky(r)] < Z Hpe, ye) |7t +maxz G5
t=1" Pr)
< 2T 3
S e immesy

It remains to bound maxsz ZtT:l n(ﬁ% To do this, we observe that when-

\Dt)
ever p; = p, then we must have that n(7<t p) = n(7<t~1,p) + 1. Hence for
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any transcript ™ we can write:

d 1

t=1 y Dt

2 2 EE

pE[l/m] t:pr=
n(ﬂ,p) 1

p€[l/m] k=1
T/'m1

k

= (m—|—1) HT/m
< (m+1)-(log(T/m)+1)

IN

Here H;, denotes the k’th Harmonic number.
Combining these bounds we find that:

Ky ()
T

E[Ky(m)] = E < % - mTH - (log(T/m) +1)

Add high probability bound, online to offline reduction

3.4.2 Sequential Quantile Calibration

We can derive an algorithm for making sequential predictions that are quan-
tile calibrated in an analogous way. The derivation is almost identical to our
derivation of sequential mean calibration: so we will sketch it, pointing out
those parts that differ. As in our batch quantile algorithm, we will need to
now assume that the adversary picks continuous distributions of labels at each
round rather than allowing her to choose deterministically, since obtaining
quantile calibration is not in general possible against point mass distributions.
Moreover our quantitative bound will require assuming that the adversary’s
label distributions are p-Lipschitz and will depend on p.

Definition 15 Fiz a target quantile q € [0,1]. Fizing a transcript © of length
T, for any s <T and p € [1/m] define the quantity:
< 1[ps = pl(g — L[y <
W =3 [pe = plg _ e <pi))
t=1 n(’]l'—S’p)

If n(mw,p) = 0 then by convention we define WP(w,q) = 0. When q is clear
from context we elide it and just write WP ()

We observe that for all p, s, 7:

(WE(m, @)l < y/n(7=*,p)
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Lemma 3.4.3 Fiz any q € [0,1] and any partial transcript =% and any
triple (ps41,Tsi1,Ysr1) of potential outcomes for the next round. Let 7<5+! =
7% 0 (Psy1,Tsi1,Yst1) be the corresponding continuation of the transcript.
Redefine: R .

Asi1(pst1,Ysr1) = Qa(m="11) — Qa(7=*)

to be the increase in the (unnormalized) squared quantile calibration error that
results from the transcript continuation. Then we have that:

A Yo (=AY s < pesa)) +
s+1(Ps+1, Ys+1) S | ——————= (@ — 1{Ys41 < Psqa =
(TS5, psy1) n(TSS, pey)

The proof is essentially identical to that of Lemma |3.4.1]— we include it here
for completeness.

Proof 19 Since the terms in the squared quantile calibration error corre-
sponding to predictions p # ps11 do not change, We can compute:

%s+1(ps+17 ystl)
= Qo= = Qa(7™")

n(m=st peir) n(m=S, pey)

_ ( :’iiﬂ[ptzp8+1](q—1{yt@4))2(z:’_ln[ptzpsﬂ](q—ﬂ[ytsm)

S 2 S
- 2 pe=psl(@ =Ly <pil) | (20 Lpe = psal(g — Llye < pi])
B (=% pey1) (=% poy1)

2
— WspSJrl (ﬂ,gs) + (q — ]]-[ys+1 < ps+1]) . WfSJrl (W§5)2
n(T=%, psy1)
2
_ QWP+ (ﬂ.Ss) (¢ = yst1 < psy1)) + (q— 1[y5<+1 < psy1])
n(m<5 psi1) (TS5, Pst1)

QWP+t 1

< ——— (¢ — 1[ys11 < s + ———
( e (0 s Spena) n(ﬁgs’pﬁl))

Next, our plan is to show that for every transcript 7<% there is a distribu-
tion over subsequent predictions psy1 such that for every possible p-Lipschitz
distribution over ysi1, By, y.0r [Asi1(Ps+1,Ys+1)] is small. Note that here
we are deviating from our derivation of mean calibration algorithms, in that
we are requiring that the label ys 41 be drawn from a p-Lipschitz distribution,
and we are taking the expectation over y;41 as well as ps1. If we can show
this, then the algorithm that consists of playing this randomized strategy at
each round will have small expected quantile calibration loss, which we can
conclude simply by summing the terms Ag(ps,ys) from s =1 to T
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Towards this end, define:

2Wps+1
A§+1(ps+1,ys+1) = + : (q - ]l[ys+1 < ps+1])
n(m=%, psy1)

With this notation, Lemma states that:
1

A < Al _
s+1 (ps-i-lv ys+1) > s+1(ps+1a ys-i-l) + n(ﬁgs;szrl)

Here the term ———=1—— evaluates to 0 if n(7=%,p,41) = 0.
n(ﬂ'*_ 7Ps+1) . L. +
We next establish a randomized prediction strategy that makes the first
term By, .., [AL (Ps41, Ys+1)] small in expectation for any p-Lipchitz dis-

tribution over ys1.

Lemma 3.4.4 Fiz any partial transcript n=°. Consider the distribution over
Ds+1 that we can sample from as follows:

1. If WH(m=#%) > 0: Predict psy1 = 1 with probability 1
2. If WO(7=%) < 0: Predict psy1 = 0 with probability 1.

3. Otherwise: Find a p € {0,x,..., =1} such that WP(7=*) >0
and WP ™ (7<) < 0. Compute b € [0,1] such that:
WPr(rn<s W5+1/m <s
b~75(7; ) oy e )
n(m=s,p) n(r<s,p+ 1)

Predict ps41 = p with probability b and predict psy1 = p + % with
probability 1 —b.

This distribution has the property that for every p-Lipschitz distribution over
Ys+1 € [07 ]-] :

E (AL (e gn)] < 2

Pettbeit s+1\Ws+15 Ys+1)| = m

Proof 20 We bound B, ., [AL 1 (Pst1,Ys+1)] separately in each of the
three cases.

Case 1:

In this case, W2(7=%) > 0 and ps11 = 1. Note that since q,ys+1 € [0,1], we
must have that (¢ — L[ys+1 < ps+1]) < 0 and so for all ys+1 € [0,1]:

WP+

Voo Hys+1 < peia]) <0
— 5y Ms+1

Ai+1(ps+17 ys+1) =
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Case 2:

In this case, WO (n<%) < 0 and ps11 = 0. Note that since q,ys11 € [0,1],
we must have that if ys41 > 0 (which occurs with probability 1 if it is drawn
from a continuous distribution), (¢ — L[ysy1 < ps+1]) = 0 and so for all
0 ys+1 € (0, 1]

QWP+t

gy 47 e S Pl =0
— s Ms+1

Aiﬂ(psﬂ, Yst1) =

Case 3:

First we observe that in this case, W2(w<%) > 0 and W2(7=%) < 0. Hence
there must exist some adjacent pair p,p+1/m € [1/m] such that WP(w<%) > 0
and Wf+1/m(ﬂ§s) <0, so the algorithm is well defined. Recall that b € [0, 1]

is such that b - WEE=T) +(1-0)- wrtm=e)

V/n(r<s,p) n(rss,p+o-)

E  [AL(Pst1,Yst1)]

= 0. We can compute:

Ps+1,Ys+1
QWP (7=*) QW™ (<5 ( 1>
< (b S (g Prlyeri <p)+ (1D “|a—Prlyss <p+ —
< ( S ) (¢ —Prlys+1 < p)) + (1) S m \Z fyst1<p+ ]
QWP (7<5) 2W5p+1/m(7r35) P
< (b S (g Prlyer <p) + (1D (g —Prlyssr <pl - =
< ( e (0 Prls <) + (1= 8 et (g Pl <7 - )
_ _ﬁ,(l_b) ZWSp-&-l/m(ﬂ.Ss)
m n(r=*,p+1/m)
o
m

Here the second inequality follows from the fact that the distribution over ysi1
is assumed to be p-Lipschitz, and hence for all p:

1 P
Pr |ysi1 < —| < Pr [yep1 < £
r[y+1_p+m]_ys+rl[y+1_p]+m

Ys+1

The last inequality follows from the fact that for all p € [1/m], [WP(7<%)| <

Vn(mssp).

Applying the prediction strategy defined in repeatedly gives us an
algorithm (Algorithm for making sequential predictions that are calibrated
against arbitrary sequences of outcomes.
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Algorithm 7 Online-Quantile-Calibrated-Predictor(q, m)
fort=1toT do

Observe x; (and ignore it!)

if Wl(7<t q) >0 then
Predict p; = 1.

else if W9 (7<! q) <0 then
Predict p; = 0.

else
Select p € {07 SR
ng+1/m( 5 g ) <0.
Compute b € [0,1] such that:

m=1} such that such that W?(7<% ¢) > 0 and

P+1/m(

D(r<s
p. WET=%a) | F1—b)- °,q)

n(m=p) (ro.p+ &

Predict ps11 = p with probability b and predict psy1 = p + % with
probability 1 — b.

Observe

Let 7T<t-i-1 =1<to ($t7pt’ yt)

Theorem 11 Against any adaptive adversary that chooses a p-Lipschitz dis-
tribution over y; at each round t, Online-Quantile-Calibrated-Predictor (Al-
gorithm 1) invoked with quantile ¢ € [0,1] and the range [1/m] induces a
distribution over length T transcripts m such that:

2p m+1
IE[Q2(7T)] — + 7 (log(T'/m) + 1)
In particular, if we choose discretization parameter m = % then we

have:

plogT
g@[@zwso( x )

Proof 21 Fiz any length T transcript # = {(21,p1,91), .-, (T1,pT, Y1)}
Since Q2(m<%) = 0 we have that the telescoping sum:

T T
D Aipry) = > Qa(m=") = Qa(r="1) = Qa(r)
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From Lemma[3.].3 we can write this as:

QQ(ﬂ') = At(pt,yt)

<At1(pt,yt) + 1)

n(m=t=1,pr)
T

1
A} Pty Y¢) + max — = =
pov) +mex ) S

M=

~~
Il
-

] =

t=1

<

E

o~
I
-

where in the last step, we take the maximum over all length t transcripts

]52 = {(‘%172517:&1)7 sy (jTaﬁT7gT)}
We now take the expectation of both sides (over the randomness of the
algorithm’s predictions p;) and apply Lemma|3.4.4}:

T

E[Qq(m)] < Z E Pt7yt)|77<t]+maxz%

apt)
+m XZ (731, 5,)

IN

It remains to bound maxz 23:1 n(frg% To do this, we observe that when-

\Dt)
ever Py = p, then we must have that n(7<!,p) = n(7<'=1,p) + 1. Hence for

any transcript pi we can write:

e D M M=

t=1 pe[l/m] t: pt—p

n(7,p)—1

- T Y
pe(l/m] k=1
T/m

(m+1) =
k

=1 k

< (m+1)-(log(T/m)+1)

IN

Here H;, denotes the k’th Harmonic number.
Combining these bounds we find that:

QZ( )
T

2p m+1

E[Qa(m)] = <=4 D (log(T/m) + 1)

Add high probability bound, online to offline reduction
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References and Further Reading

Algorithm [3| (our calibration algorithm) takes inspiration from the multi-
calibration algorithms given in [Hébert-Johnson et al.| [2018] (which bounds
Ko (f)) and|Gopalan et al| [2022b] (which bounds K1 (f)) (See Chapter [4] for
more on multicalibration).

Calibration in the sequential setting has a long history dating back to
Dawid, [1982] and Dawid| [1985]. The first algorithm that guaranteed worst-
case calibration in the sequential setting was given by [Foster and Vohra [1998]
and alternative derivations were given by [Foster| [1999], [Fudenberg and Levine,
[1999], Hart| [2020], and others. Algorithm [6] is a variant of the algorithm
given by [Foster and Hart| [2021] and its generalization to multicalibration
given in [Gupta et al|[2022]. Algorithm [7]is a variant of the online quantile
multicalibration algorithm given by Bastani et al|[2022].
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Marginal guarantees are easy to obtain, but very weak. We saw one way of
strengthening those guarantees: calibration. But on its own calibration is also
quite weak. Obtaining it in the adversarial sequential prediction setting was
non-trivial, but we could obtain it in the batch setting with a simple constant
predictor f(x) = E(;,4)~p[y] that just predicts the mean of the marginal label
distribution. Moreover, all of the techniques we’'ve seen so far entirely ignore
the features x and depend only on the labels y! We’ll now consider a different
way to strengthen marginal guarantees, first on its own, and then together
with calibration. We will call these multi-group guarantees, and they ask for
guarantees that hold conditional on the features x in various ways.

Let G € 2% denote a collection of groups or subsets of the data domain
X. We will represent groups using their indicator functions: so g € G is rep-
resented as a function g : X — {0,1}, where g(x) = 1 denotes that z € X
is a member of group g, and g(x) = 0 denotes that x is not a member of G.
Given an example x € X, we will write G(z) = {g € G : g(z) = 1} to denote
the set of groups that z is a member of. At a high level, our aim will be to
obtain guarantees like mean consistency (and eventually calibration) not just

43
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marginally, but conditionally on g(z) = 1 for every g € G for some large set

g.

4.1 Group Conditional Mean Consistency

With only a finite number of samples from the distribution, we will not in
general be able to provide group conditional guarantees conditional on groups
that have tiny probability under our distribution, simply because we won’t
have seen very many points from this part of the probability space. So, the
probability mass of a group will be a key parameter for us:

Definition 16 Under a distribution D, a group g : X — {0,1} has probability
mass u(g) defined as:

wg) = Pr [g(z) =1]
.’ENDX
Definition 17 A model f : X — [0,1] satisfies a-approxzimate group condi-
tional mean consistency with respect to a set of groups G € 2% if for every
geg:

(67

((z’gwp[f(x)g(x) =1] - (m,£~p[y|g(x) = 1]> < o

Notice that our requirement smoothly becomes less demanding as the measure
of the group g grows smaller, allowing us to ask for stronger guarantees for
groups for which we will have more data. We have parameterized things so
that the scaling is at the right rate: the error within a sub-group ¢ increases
at a rate of 1/4/u(g), which is the same rate at which the error of our best
estimate of E(, ,)~p[y|g(x) = 1] from the data will necessarily increase.

We will now show how to update a model f that does not satisfy group
conditional mean consistency to one that does, using a sequence of “patches”
that are similar to how we obtained calibration. Just as in the examples we
have seen thus far, these patches will be accuracy improving, and so we will
quickly converge to a group conditional mean consistent model.

Definition 18 (Group Shift Patch) Given a model f, a shift A € R, and
a group g : X — {0,1} we say that the group patch applied to f with shift A
and group g is the function:

f@)+ A gla) =1
f(x) otherwise

h(zx, f;9,4) :{
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Algorithm 8 GroupShift(f,«,G)
Let fy = f and t = 0.
while f; does not satisfy a-approximate group conditional mean consis-

tency w.r.t. G: do
Let:

2
o ogmaxto) (B H@la) = 1= B lige) = 1))

Ay = (x,£~D[y‘gt(x) =1] - (m’;];:ND[ft(x)‘gt(x) =1]

Let ft+1 = h(l’, ft;gh At) and t =t + 1.
Output f;.

Lemma 4.1.1 Fiz any model f; : X — [0,1] and group g : X — {0,1}. Let

Av= E o) =1- E_[fi@)lg)=1]

and
fee1 = h(z, fe; 9t, D)
(i.e. the update performed at Round t of Algorithm @ Then:

B(f1) = B(frs1) = plge) - A

Proof 22 By the definition of the patch h(z, fi; g, At), models f; and fiiq
differ in their predictions only for x such that gi(x) = 1. Therefore we can
calculate:

B(fi) = B(fi+1) = Pr[gi(z) =0]- (Z_E;:ND [(fe(@) = 9)* = (ferr(z) — 9)*|ge(z) = 0]
+ Prlgi(z) = 1] - @,gw [(fe(z) = 9)* = (frs1(z) — y)?|ge(z) = 1]
= (g (%END [(ft(x) —y)? = (fe(z) + Ay — ) |ge(z) = 1]
— wlo0 (280 E - 5lae) =11 22
= plg:) (247 — AF)
= plg)A7

Theorem 12 Given any model f, any collection of groups G, and any o > 0
Algorithm [§ (GroupShift) halts after T < 1/a many rounds and outputs a
model fr that satisfies a-approzimate group conditional mean consistency.
Moreover, if the algorithm runs for T rounds, then B(fr) < B(f) — Ta.
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Proof 23 At any round T at which the algorithm halts, by the stopping con-
dition of the algorithm it must be that fr satisfies a-approximate group con-
ditional mean consistency. It remains to bound T and B(fr).

Consider any intermediate round t < T of the algorithm. We know since
the algorithm has not halted that:

2
wxn(o)- (B 1@l =11- _E_Blae)=11) za

9€g (z,y)~D
g¢ realizes this mazximum, so we must have:
2
m(ge) - Af = «

Thus by Lemma B(fi+1) < B(f:) — a. Inductively applying this claim
gives B(fr) < B(f) — T« as desired.

Since (by assumption) y, f(x) € [0,1], we have that B(fr) > 0 and B(f) <
1. Thus we must have that T < 1/a.

Unlike marginal mean consistency, group conditioned mean consistency is
clearly a non-trivial promise: if G = 2, the set of all subsets, and o = 0, then
the only model satisfying a-approximate group conditional mean consistency
with respect to G is the model encoding true conditional label distributions f*.
For smaller collections of groups G and larger values of a we have a necessarily
weaker guarantee, but at least we have a parametric family of guarantees that
allows us to interpolate between one satisfied by a (trivial) constant function,
and one only satisfied by a perfect model.

4.2 Group Conditional Quantile Consistency

Our algorithm and analysis for group conditional mean consistency directly
translates to quantiles when we replace the role of the Brier score in our
analysis with Pinball loss. First, we can define an analogous notion for group
conditional quantile consistency:

Definition 19 A model f : X — [0, 1] satisfies a-approximate group condi-
tional quantile consistency with respect to a target quantile q and set of groups
G € 2% if for every g € G:

( Pr wﬁﬂ@M@_ﬂﬁ Sj;

(z,y)~D

Our algorithm proceeds by applying the same kind of group-shift patches
we used in the case of group conditional mean consistency.



Multigroup Guarantees 47

Algorithm 9 QuantileGroupShift(f, a, G, q)
Let fy = f and t = 0.
while f; does not satisfy a-approximate group conditional quantile consis-

tency w.r.t. target quantile ¢ and G: do
Let:

2
g0 € argmax u(gy) ( Pr [y < fi(@)lgla) = 1] - q)
g€eg (ajvy)ND

(z,y)~

2
A; = arg min ( Pr [y < fi(z)+ Algi(z) =1] — q)
A D

Let fi11 = h(z, fi; 91, A¢) and t = ¢ + 1.
Output f;.

Theorem 13 Assume that D is a p-Lipschitz continuous probability distri-
bution. Given any model f, any collection of groups G, any target quantile
g € [0,1] and any o > 0 Algorithm [ (QuantileGroupShift) halts after T

rounds where:
2pPB,(f) < 2p
a T a
It outputs a model fr that satisfies a-approximate group conditional quantile

consistency. Moreover, if the algorithm runs for T rounds, then PBy(fr) <
PBy(f) - T 5
Proof 24 If the algorithm halts at round T, then by definition of the halting
condition it must be that fr satisies a-approzimate group conditional quantile
consistency with respect to q and G, so it remains to bound T.

If the algorithm has not halted at round t, then by definition it must be
that g¢ satisfies:

T<

u(gt)~< Pr [ySf(fv)g(a?)l]q> > a

(z,y)~D

Since D is continuous, it must be that A; is such that:

Pr [y < f(z)+ A¢fge(x) =1] =¢q
(z,y)~D

Finally by the separability of Pinball loss, we have that:
PBq(ft) = PBy(fit1)

- Pr[gt<x>:1]-( E [Lq<ft<m>,y>—Lq<ft+1<x>,y>|gt<x>=1])

(z,y)~D
o

2pu(gy)

> (g

[e%

2p
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where the inequality follows from Lemma[2.2.9 applied to the conditional dis-
tribution D|(g:(x) = 1), which must also be p-smooth.

Applying this bound iteratively, we have that for every T, PBy(fr) <
PBy(f)=T- 3. Since when f(x) and y are bounded in [0,1], PBy(f) <1 and
PBy(fr) > 0 it must be that the total number of iterations that the algorithm
runs for is bounded by:

< 2pPBy(f) _ 2p

Si
(0% (0%

T

4.2.1 A More Direct Approach to Group Conditional Guar-
antees

Algorithms [§ and [0] gave us a relatively simple method for obtaining approx-
imate group conditional mean and quantile consistency respectively. These
algorithms will be a useful template for our algorithms for mean and quantile
multicalibration in the next section — but it turns out that for group con-
ditional consistency (without calibration) there is an even simpler algorithm
that gives an even better guarantee. Observe that the “group shift” patches
h(z, fi; g, A) that Algorithms 8] and [9] apply have an extremely simple form:
They add A; to the output of fi(x) if z € G and do nothing otherwise. Since
addition is commutative, we can observe that these patches are actually order
invariant! Consider any run of Algorithm [§] or 0] for 7" rounds, and for each
group g € G define the quantities:

)\g: Z At

t:gt=g

Then the final model fr that is output can be seen to have the form:

fr(x) = fla;)) = fl@)+ ) Ag-g(x)

geg

So to compute a model satisfying group conditional mean consistency, we
can just directly optimize over functions that have this form, which is a |G|
dimensional convex optimization described in Algorithm for group con-
ditional mean consistency and Algorithm for group conditional quantile
consistency. The only difference between the two algorithms is that we min-
imize the Brier score for mean consistency and the pinball loss for quantile
consistency.
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Algorithm 10 Simple-Group-Conditional( f, G)
Let A\* be a solution to the optimization problem:

Minimize, E [(f(f”;’\)_y>2]

(I7y)ND
Such that:

FasX) = f2) +) Ay g(x)

9€g

Output f(x, A*)

Algorithm 11 Simple-Quantile-Group-Conditional(f, G, q)
Let A\* be a solution to the optimization problem:

Minimize E [Lq (f (23 M), y)}

Such that:
Flasd) = f@)+ )Xy - gla)

9€g

Output f(z; \*)

Theorem 14 Fiz any model f : X — [0,1] and class of groups G. The model
flx; X*) output by Algorithm satisfies perfect (i.e. 0-approzimate) group
conditional mean consistency. Moreover, if fr is the model output by Algo-

rithm@ then B(f(-;A*)) < B(fr).

Proof 25 Suppose f(x;)\*) does not satisfy group conditional mean consis-
tency. Then there must be a group g € G such that:

(LE W@l =1 B st =1) >0

(z,y)~D (z,y)

Let A = Eqy~plylg(z) = 1] — E(%y)ND[f(x;)\*ﬂg(:c) = 1] and note that
A #0. In this case, by Lemmal[f.1.1) the model obtained by applying the same
patch as in the update rule in Algorithmla — d.e. fi(x) = h(z, f(z;2%),9,A)
is such that B(f') < B(f(xz;\*)). But this is a contradition to the optimality
of A\*. Let A be the vector such that for all g # g, Ay = Ay and such that
Ay = Ay +A. We can write f' as f'(z) = F(@;N). Since X is a feasible solution
to the optimization problem in Algorithm[10 — by the optimality of \* we must
have B(f(5;3)) > B(f(z; \°)).
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Similarly, since fr can be represented as f(a:;)\) for some X\, we have
B(fr) = B(f(x; 7).

Theorem 15 Fiz any model f : X — [0,1], target quantile q, and class of
groups G. The model f(x;\*) output by Algorithm satisfies perfect (i.e.
0-approzimate) group conditional quantile consistency with respect to q and

G. Moreover, if fr is the model output by Algom'thm@ then PBqy(f(;A*)) <
PBqy(fr).

Proof 26 Suppose f(:c;)\*) does not satisfy group conditional quantile con-
sistency. Then there must be a group g € G such that:

2
A = argmin ( Pr [y < filx) + Alg(z) = 1] - q) =0
A (z,y)~D

In this case, by Lemma applied to the distribution D|(g(x) = 1), the
model obtained by applying the same patch as in the update rule in Algorithm[9
—d.e. f'(x) = h(x, f(z;X%),9,A) is such that PBy(f") < PBy(f(z;\*)). But
this is a contradition to the optimality of A\*. Let \ be the vector such that for
all g # g, Ay = Ay and such that Ay = \; + A. We can write f' as f'(z) =
f x; 5\) Since \ is a feasible solution to the optimization problem in Algorithm
— by the optimality of \* we must have PBy(f(z; ) > PB,(f(x; \*)).

Similarly, since fr can be represented as f(x, A) for some X\, we have
PBy(fr) = PBy(f(z; A").

4.2.1.1 Generalization

What about out of sample guarantees — i.e. what if we run algorithms[10|and
on the empirical distributions on datasets D ~ D™?

Our generalization theorem will depend on the norm of the solution A*
output by our algorithms, so it will be helpful for us to study a regularized
version of these simple algorithms that is guaranteed to output a solution of
small norm.

Definition 20 For any vector v € RY, the £y norm is defined as:

d
lolls =D fui
i=1
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Algorithm 12 Simple-Group-Conditional-Regularized(f, G, D, n)
Let A\* be a solution to the optimization problem:

. 2
Minimize, E {(f(x;k)—-y) } + A1

($,y)~D
Such that:
FlasX) = @)+ ) Ay g(@)
geg

Output f(x, A*)

Algorithm [12|is identical to Algorithm except that its objective func-
tion has been augmented with the regularization term n||\||1, where 7 is a
parameter of the algorithm. The reason to add this regularization term is to
guarantee that the output parameters A* will have small norm:

Lemma 4.2.1 Let f : X — [0,1] be any model with range [0,1], let G be
any set of groups, let D be any distribution over labelled example, and let
n > 0. Then Simple-Group-Conditional-Regularized(f,G,D,n) (Algorithm[19)
outputs a model f(x,\*) with:

N 1
I < -
n

Proof 27 Suppose otherwise, and we have that ||X*||1 > % Then since
squared error is non-negative, we must have that:

. 2
B | (F o) ] i = il
(@,y)~D

> 1
On the other hand, consider the candidate solution \g, where Mg = 0!9! is the

all 0’s vector. Since the squared error of f is bounded by 1 (since f has range
in [0,1]), we have that:

B | (7w )| + aliol

2
J\r)— + nl|A
(z,y)~D (2,y)~D |:( ( ) y) :| 77|| 0||1

L+7llAollx
= 1

IA

Thus f(x;)\g) has lower objective value than f(x;)\*), contradicting the opti-
mality of A*.

Ok — so Algorithm [12] produces solutions of small norm. How many small
norm solutions are there anyhow? Obviously there are continuously many, so
we need a more refined way to ask this question. To do this lets define an
e-net.
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Definition 21 Let B(C,d) = {x € R?: ||z||; < C} denote the d dimensional
¢y ball of radius C. Let N.(C,d) C B(C,d) be some finite subset of the ball.
We say that N.(C,d) is an {1 e-net for B(C,d) if for every x € B(C,d) there
is an &' € N(C,d) such that ||z — 2'||1 < e.

Theorem 16 There is a finite {1 e-net for B(C,d) that has cardinality:

d
e < (145

Proof 28 Let N. C B(C,d) be a mazimal subset of points that are e-separated
— g.e. such that for all \, N € N, ||[A\=X||1 > €, and such that no other point
from B(C,d) can be added to N, while maintaining this property. Observe that
N. must be an e-net for B(C,d), since if there were any point \* € B(C,d)
such that for all X € Ne, ||A — X*||1 > €, then A* could be added to N, while
preserving its e-separation property, which would contradict its mazimality.
Consider the union of ¢1 balls of radius €/2 centered at each point A\ € N,.
Because of the e-separation property of N, these balls are disjoint, and so their
total volume is the sum of their individual volumes: |N¢| - Ve%, where Ve% is

the volume of a d-dimensional €1 ball of radius €/2. On the other hand, the
union of these balls are all contained within a ball of radius C' + €/2. Hence:

|N€| : VO}Q < Vg+e/2

€

and in particular:
d
VC+6/2

TV

<C+§>d
%
d
(20+1>
€

What good is an e-net? It is useful for two reasons. Since it is finite, we
can use Hoeffding’s inequality together with a union bound to argue that for
every parameter vector \’ in the net, our in and out-of-sample objective values
are close. And what about for parameter vectors A that aren’t in the net? We
argue that they take objective value close to the objective value of the closest
parameter vector A’ in the net.

IN

Lemma 4.2.2 Let A\, X € B(C,|G|) be such that ||]A — X||1 < €. Then for all
x,y, we have that:

(f(250) =9)* = (f(; N) = y)* < 2eC
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Proof 29 We can write:

(flas ) =) = (fl@sN) = 9)* = fl@N)? = flsN)? +2y(f (2 V) = f(a3 X))

< =N+ [V ]1)
< 2eC

We're almost done. First we argue that if D ~ D™, then if n is sufficiently
large, the squared error of any model f(x;\) for A € N(C,|G|) is close under
both D and D. In fact this is true for any finite set S C B(C, |G|) so long as
n scales with the log of |S|:

Lemma 4.2.3 Fiz any finite subset S C B(C,|G|) and any § > 0. Let D ~
D™ consist of n samples (x,y). Then with probability 1 — 0, for every A € S:

()
E [(flz:N) =)= E [(f(2;0) —9)*| < (C+ 1)\ —5—=

(,y)~D  (zy)~D 2n

Proof 30 First observe that since A € B(C,|G|), we have that for all x,
—C < f(x;\) < C. Thus for all x,y:

(f(z:0) —y)* < (C+1)?

We can therefore apply Hoeffding’s inequality to conclude that for any fized
A€ B(C,d):

E [(fzN)—9)?— E [(flzsA) —y)? —2nt?

(z,y)~D (z,y)~D

Pr [
D~Dn
The right hand side evaluates to § if we take:

t=(C+1)? 7111(227]/5)

Replacing & with §/|S| and union bounding over all A\ € S we have that with
probability 1 — 0, simultaneously for every A € S:

< (C+1)? hl(i‘;ﬂ)

E [(flz ) =92 — E [(f(z;0)—y)?

(z,y)~D (z,y)~D

We can combine Lemma (uniform convergence of squared error over
points in a finite set) with Lemma (squared error is Lipschitz) together
with the existence of a finite e-net for the ¢; ball (Theorem (16| to obtain a
similar claim for all of the (continuously many) vectors A € B(C,|G|):

- ’f} = 2exp (<o+1>

(f(x; N) = fa; M) (f (25 A) + fla; X)) = 2)

)



54 Uncertain: Modern Topics in Uncertainty EstimationINCOMPLETE WORKING DRAFT

Theorem 17 Fiz any C,0,e > 0. Let D ~ D" consist of n samples (x,y).
Then with probability 1 — §, for every A € B(C,|G]):

(%Z%END[(f(x; Nl (m,gwp[(f(iﬂ; A)—y)*| <

In particular, choosing € = % gives:

E [(f(z;A) —y)?] E [(f(z;\) —9)? < 2(C+1)2\/1n (2) +1G6|In (1 4+ 2y/n)

(@,y)~D " (@y)~D om

Proof 31 Let N. = N.(C,|G|) be an {1 e-net for B(C,|G|) of size |[N.| <
(1 + %)Ig‘ — which we know exists from Theorem . Applying Lemmal4.2.
with S = N, we get that with probability 1 — 0, for every A € N.:

2 n 2C
< (CH)zwn@)w; (1+2)

. _ 2 _ - B 9
JE U@ =y = E () - )

Now fiz any A € B(C,|G|) and let ' = argming 1A= Al|1. We know from
the e-net property that ||X — N||1 < e. Applying Lemma twice we can

conclude:
GBI =P = B - )
< LB @) =pP) = B X) - y)?| +4eC
< (c+1>2\/1n(§>+|g271ln(1+25) + e

We're now ready to prove our generalization bound for Algorithm

Theorem 18 Fiz any § > 0 and model f : X — [0,1]. Let G be any
collection of groups. Let D ~ D™ consist of n samples (z,y). Then with
probability 1 — §, the model f(ac,)\*) output by Simple-Group-Conditional-
Regularized(f,G,D,n)) (Algorithm satisfies a-approximate group condi-
tional mean consistency on D whenever mingeg pu(g) > o for:

a§n+4<71’+1> \/1n(§)+|g|1n(1+2ﬁ)

2n

Choosing n to minimize this expression gives:

a<0 (1“ (5) + QIIH(n))l/6

n
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Proof 32 Let

) 2
A=argmin E [(f(x,/\)—y) ]+77||)‘|1

X (2,9)~D

i.e. the true minimizer of reqularized objective function over D. We know from
Lemma that \*, A € B(1/n,|G|). Hence from Theorem |17 and the fact
that \* minimizes the objective function on D, we have that with probability
1-9:

E [(f(2;A7) = 9)%] +nllA [

(z,y)~D
2 2

< B [(f(@A) =y’ A+ 2 <1+1> \/111(6)+g|111(1+2\/ﬁ)

(z,y)~D 0 o

) \ ? fn (2 In(1+2
< (x,END[(f(x;)‘)y)2]+"||)‘||1+2<717+1> \/ (5)+|Q|2n( +2/n)
2 ) L, [(3) +160n (1 +2vn)

< (I,END[(JC(% )\) - Z/)Q] + 77||/\||1 +4 (77 4 1) \/ 5 o

Let o be the minimum value such that f(x;\*) satisfies a-approximate
group conditional mean consistency on D. In other words, there exists a group
g such that:

ula) - (E[f(a:X) ~lg(2) = 1]) =0

Let A = Ep[f(z; \*) — ylg(x) = 1], and let h(x, f(x;\*),g,A) = f(z,N) be
the result of applying a patch operation, where /\’g, = A, for all g # g and
A, =A;+A. By Lemma we have t}fat B(f(z,A*),D)—B(f(x,\'),D) >
a. This will contradict the optimality of A above if we have that:

1 2 In(2) + In(1+2
@ Wl - Wl +4 (3 +1) \/n(é) S

To avoid the contradiction we must have that:

2 0 (2 N -
< 77(||/\’||1—|>\*|1)+4<717+1) \/1 (5)+|9|21n (1+2ym)

n|A| + 4 (717 1 1) \/ln (3) +1G]In (1 + 2y/n)

e
VAN

IN

2n

Sni+4

—+1
1(9) 2n

n
)2 \/ln (2) +1G|In (1 + 2y/n)

(1 ) In (3) + G| In (1 +2y/n)

2n

IN
3
+
=
7N
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where the second to last inequality follows from the fact that |A| = | /ﬁ and
the last inequality follows from the assumption that u(g) > «.

We can carry out a similar analysis of a regularized variant of our algorithm
for group conditional quantile consistency:

Algorithm 13 Simple-Quantile-Group-Conditional-Regularized(f, G, ¢, )

Let A\* be a solution to the optimization problem:

Minimizey, E [Lq(f(x;A),y)}ﬂLnHAlll

(z,y)~D
Such that:
FlasX) = @)+ ) Ay g(a)

geg

Output f(x, %)

The basic strategy is the same, and so we highlight only the differences.
Since Pinball loss is also bounded within [0, 1] when f(x),y € [0, 1] we continue
to have that solutions output by Algorithm [[2] are norm bounded:

Lemma 4.2.4 Let f : X — [0,1] be any model with range [0,1], let G be
any set of groups, let D be any distribution over labelled example, and let
n > 0. Then Simple-Quantile-Group-Conditional-Regularized(f,G,D,n) (Al-
gom’thm outputs a model f(x,)\*) with:
X[l < =
n

We get an even better Lipschitz bound on the loss function:

Lemma 4.2.5 Let A\, X € B(C,|G|) be such that ||]A — X'||1 < €. Then for all
x,y, and for all ¢ € [0,1] we have that:

|LQ(f($§ )‘)’y) - LQ(f(w; A/)’y)l S €

Similarly, since |Ly(f(z;A),y)] < C + 1 (rather than (C + 1)?) for A €
B(C,|G]), we get a uniform convergence bound that is improved over our
version for squared loss by a factor of (C' + 1):

Lemma 4.2.6 Fiz any q € [0,1], any finite subset S C B(C,|G|) and any
0 > 0. Let D ~ D™ consist of n samples (x,y). Then with probability 1 — 0,
for every A € S:

(z,y)~D (z,y)~D n

i (3)
E L] - B (L)l < €+ 0~y
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Combining these two improved lemmas gives a correspondingly improved
uniform convergence theorem over all of B(C, |G|):

Theorem 19 Fiz any q € [0,1] and C,d§,¢ > 0. Let D ~ D™ consist of n
samples (z,y). Then with probability 1 — 0, for every A € B(C,|G|):

E [Ly(f(x;0),9)] — E [Ly(f(z;A0),9)]| <

(m,y)ND (w)y)ND
In (2 In(1+2¢
(C+1)\/n(5)+|g2|nn( +5) + 2

In particular, choosing € = % gives:

+16In (1 + 2y/n)

B [Lg(f(z:A),y)] E [Lq(f(x;A),y)]’SQ(CH)\/m(a)

(@,y)~D  (@y)~D om

We can now obtain our generalization theorem for quantiles — but we’ll
need one more assumption. Recall that we have already been assuming that
our label distributions have CDFs that are p-Lipschitz, which means that
they have CDFs F such that F(r) — F(7') < p(t — 7). To prove our next
generalization theorem, we’ll also have to assume that the label distributions
are not too flat — that is, that they are o-anti-Lipschitz:

Definition 22 A CDF F is o anti-Lipschitz if for all 7 > 7', we have that:
F(r) = F(r') > o(r — 7'). We say that a distribution D € AX x Y is o-
anti-Lipschitz if all of its conditional label distributions Dy (x) have o-anti-
Lipschitz CDFs.

Theorem 20 Fiz any § > 0 and model f : X — [0,1]. Let G be any
collection of groups. Let D ~ D™ consist of n samples (x,y) from a dis-
tribution D that is p-Lipschitz and o-anti-Lipschitz. Then with probabil-
ity 1 — &, the model f(as,)\*) output by Simple-Quantile-Group-Conditional-
Regularized(f,G,D,n)) (Algorithm satisfies a-approximate group condi-
tional quantile consistency on D whenever mingeg p(g) > a for:

2np (717_’_1) \/ln (2) +16|In (1 + 2y/n)

al —+428p
o 2n

Choosing n to minimize this expression gives:

ol (mB g
<o (mre)
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Proof 33 Let

A=argmin B [Ly(f(e:),9)] +nlAl
i.e. the true minimizer of reqularized objective function over D. We know from
Lemma that \*, A € B(1/n,|G|). Hence from Theorem |19 and the fact

that \* minimizes the objective function on D, we have that with probability

1 -0
o E Ll F @ X))+ llA
< LB ILa(Fan), gl +nllxfh +2 (717 + 1) \/hﬂ (3) + \Gl;;l(l +2/m)
< L E L)y +nllAl + 2 (717 + 1) \/ n(3)+ |Q|21;1(1 +2y7)
< (I’END[Lq(f(a:;X),y)H+n||x|1+4(717+1>\/ n(%)+ \g|21;(1+2\f)

Let o be the minimum value such that f(x;\*) satisfies a-approrimate
group conditional quantile consistency on D. In other words, there exists a
group g such that:

pla) - (Prly < Fle:A") —alg() = 1)) = a

Let A be such that Prply < f(z;0*) + Alg(z) = 1] = ¢q, and let
h(z, f(x; N*),g,A) = f(x, \) be the result of applying a patch operation, where
Ny = Ay forall g # g and N\ = \; + A. We have that PBq(Jf(x, A*),D) —
PBy(f(z,X),D) > 2%. This will contradict the optimality of A\ above if we

have that:
o . 1 In (2) + |G|In (1 + 2y/n)
X =Ty 4 (L) )
2p n 2n

To avoid the contradiction we must have that:

2 n
5 77(||>\’||1—|>\*|1)+4<717+1)\/ n (%) +16|In(1+2yn)

2p — 2n

n|A] +4 (717 + 1) \/ n(3)+ |g|212<1 +2/m)

N

IN

IN

n [a (1+1> n(2) +16]In (1 +2¢7)

— +4
o\ ug) U 2n

n+4(1+1>\/ 0 (2) +19/In (1 4 2y/7)
g n

2n

IA
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where the second to last inequality follows from the fact that |A] < % ﬁg)

by the anti-Lipschitzness property, and the last inequality follows from the
assumption that pu(g) > a.
Solving we get:

2
a§22p+8p<717+1> \/ln(6)+|gln(1—|—2\/ﬁ)

2n

4.3 Multicalibration: Group Conditional Calibration

We can go further and simultaneously ask for group conditional mean consis-
tency and calibration. Combined, these two constraints are called multicali-
bration:

Definition 23 Fiz any model f : X — [0,1] and group g : X — {0,1}. The
average squared calibration error of f on g is:

KQ(fvgvp) = Z

veR(f)

/(&) = vlg(a) = 1] ( C B lf) = v g() = 11)

Tr
(z,y)~D (z,y)~D

We say that a model f is a-approzimately multicalibrated with respect to a
collection of groups G and a distribution D if for every group g € G:

a
KQ(fagaD) < —.
1(g)
When D is clear from context we just write Ko(f, g).

Just as in our previous cases, we will proceed by starting with an initial
model which we will patch:

Definition 24 (Group Value Patch) Given a model f : X — [0,1], a
group g : X — {0,1} and a pair of values v,v' € [0,1], we say that the
group value patch applied to f with pair (v,v") and group g is the function:

v f@)=v and g(x) =1

f(x) otherwise

WMz, f;v—v',g) = {
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Algorithm 14 Multicalibrate(f, o, G, D) (First Attempt)
Let fy = f and t = 0.
while f; is not a-approximately multicalibrated with respect to G: do
Let:

2
(vg) € argmax  Pr [fi(e) = v.g(x) = 1 (v— E [yft<x>:v,g<m>=1]>)
(v,9)ER(#:)xG (@y)~D (z,y)~D

= E = =1
Vg (Ly)ND[y‘ft(x) vy, g () ]

Let fi11 = h(x; fr,ve = vp,g¢) and t =t + 1.
Output f;.

Definition 25 Fiz a model f; and a group g : X — 0,1. For a value v €
R(f:), we write:

wi(v,9,D) = (w,f)l;p[ft(x) =v,g(x) =1]

When D is clear from context we just write (v, g).

Lemma 4.3.1 Fiz any intermediate round t of Algorithm (Multicalibrate).
We have that:

B(ft) = B(fi+1) = me(ve, g¢) - (v — v)?

Proof 34 Since by construction fi1(x) = fi(x) for every x such that either
9(37) =0 or ft(l') = v, we have that:

B(fi) = B(fi+1) = pe(ve, ge) - (I’END[(ft(i’?) —y)? = (frar(x) —9)|ge(x) = 1, fr(z) = vf]

= mlvng) - Bl - y)? = (v = 9)*lge(2) = 1, fi(w) = vi]

= Mt(vt,gt) : (Ut - UQ)Q

Where the final equality follows from Lemma[3.1.9 and the fact that by defi-
nition vy = E(, )oYl fe(2) = ve, g (2) = 1].

So far everything is mirroring our past derivations — but there is an im-
portant difference here that will complicate things (just a little!) in comparison
to our analysis of Algorithm [3[ (our calibration algorithm — without groups).
The issue is that the updates for Multicalibrate can increase the cardinality
of the range of our model: i.e. it might be that |R(f;+1)| = |R(f)| + 1. This
is problematic for us since our updates change the function at the granularity
of a group intersected with an element of R(f;) — and so as R(f;) grows,
the rate of progress that we make slows down. We will still eventually get to
multicalibration (since Y ,°,1/(m +t) is a divergent series for any m), but
we might need a lot of updates.
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The fix is to realize that we don’t need arbitrary precision to achieve
a-approximate multicalibration — we only need some finite precision that de-
pends on «. If we restrict our updates to an appropriately discretized set of
m finite values, then the range of f;;1 can never grow above m and our prob-
lem is solved. This will also be useful to us when it comes time to argue that
solving the empirical multi-calibration problem on a modestly sized dataset
suffices to solve it out of sample, on the distribution from which the data was
drawn.

Definition 26 Let [1/m] denote the set of m + 1 grid points:

ootz ety

m m’m m

For any value v € [0, 1] let Round(v;m) = argmin,c(y /) [v — v'| denote the
closest grid point to v in [1/m]. For a model f : X — [0,1], let Round(f;m)
denote the function f'(x) = Round(f(x);m) that simply rounds the output of
f to the nearest grid point of [1/m].

Observe that for v/ = Round(v; m) we always have that [v — v/| < 5.

Algorithm 15 Multicalibrate(f, o, G, D)

Let m = L.

Let fo = Round(f;m) and ¢t = 0.
while f; is not a-approximately multicalibrated with respect to G: do
Let:

(v, g¢) € argmax Pr [fi(z) =v,g(z) =1] <v — (L]E D[y\ft(x) =v,g(x)

(v,9)ER(f1)xG (@y)~D £

b= E[lfi(x) = ve.gi(@) = 1] and v} = Rownd(@ysm)
T,y)~

Let fi11 = h(x; fr,ve = vp,g¢) and t =t 4 1.
Output f;.

Lets start by proving an approximate variant of Lemma

Lemma 4.3.2 Fiz any intermediate round t of Algom'thm (Multicalibrate).
We have that:

4m?

B(fi) = B(fi+1) = pe(ve, gt) - ((Ut —0) — ! )

Proof 35 Let fi1 = h(z; fr,ve — O, gi) be the hypothetical update that would
have resulted had we not rounded U in step t of the algorithm. This is the

1]))2
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update that would have resulted from a step of Algorithm and so we can
apply Lemma to conclude that:

B(ft) — B(ftJrl) > Mt(vngt) : (vt — @t)Q
We also have that:

B(ft) - B(ftH) = (B(ft) - B(Jgtﬂ)) - (B(ft+1) - B(.fttl))
pe(ve, ge) - (v — 0% = (B(feg1) — B(feg1))

And so it remains to upper bound (B(fir1) — B(fit1)). Let A = o, — v} and
note that since v, = Round(t;;m) we have that |A| < ;5. We can calculate:

B(fi41) — B(ftﬂ) = pe(ve, 9¢) - (@ END [(Ué - il/)2 - (f}é - y)Z‘Qt(x) =1, fi(x) = 'Ut]
= ﬂt(”t:gt)A2
1t (vt, gt)
- 4m?2

Here the 2nd equality follows from the fact that 0y = Eq oplylfi(z) =
v, ge(x) = 1]. Combining with the above we have:

B(f:) — B(fi+1) pe(ve, ge) - (ve — 00)* — (B(fes1) — B(fe41))

~ e (ve, g)
> . _5,)2 AT It
> (v, ge) - (ve — ) A2

1
pr— . —_ 7 2 —_— —
= pt(ve, gt) <(Ut ) 4m2)

Theorem 21 Given any model f, any collection of groups G, and any 1 >
a > 0, Algorithm (Multicalibrate) halts after T < % many rounds and
outputs a model fr that satisfies a-approzimate multicalibration. Moreover if
the algorithm runs for T rounds then B(fr) < B(fo) — T‘%.

Proof 36 Consider any intermediate round t of the algorithm. If the al-
gorithm has not halted, it must be because f; is not a-approrimately mul-
ticalibrated, and so we know that there exists a group g € G such that

Ks(fi.g9) > ﬁ. In other words:

2
> i) (0= B W) = va@) =11) 2o
vER(f2) ()P

We know by construction that |R(ft)] < m+1 and so by averaging there must
exist some v € R(f:) such that:

«
m+1

(I7£~D[y|ft(x) = U,g(x) — 1]) >

i) (-
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In particular, since in the algorithm (gy,v¢) are chosen in the algorithm to
jointly mazximize the left hand side of this quantity, we know that this inequality
holds for the pair (gi,vi):

«
m+1

pe(ve, ge) - (vg — )% >
By Lemma we have that:

B(ft) = B(ft41) = pe(ve,g¢) - ((vt—ﬁt)Q— 1 >

4m?
> pilvng) - (v —50) — —
= He\Vt, Gt t t Im2
o 1
> o
~ m+1  4m?
e e
Toa+1 4
o a?
>
- 2 4
4

Iterating we therefore have that B(fr) < B(fo) — Tai and since B(fr) and
B(fo) are bounded in [0, 1], we must have that: T < Z5.
Remark 4.3.1 Theorem [21] bounds B(f;) — B(fo). But recall that fo results
from rounding the outputs of f to the nearest multiple of 1/m, which might
increase f’s squared error by as much as % + ﬁ =a+ %2 if f was very

poorly calibrated at the outset. Taking this into account we can also conclude

that: ) 5
B(fr) < B(f) —T%—&-a—i— O‘Z

4.4 Quantile Multicalibration

Similarly, if we let Pinball loss play the role of the Brier score in our analysis,
we can derive algorithms for quantile multicalibration:

Definition 27 Fiz any model f : X — [0,1], target quantile q, and group
g: X —{0,1}. The average squared quantile calibration error of f on g is:

x,y)~D x,y)~D
veR(f)( ) (@,y)

Qf)= Y Pr [f)=lgx) = 1] (q— Pr [y < olf(z) = v,g(a)

1])2



64 Uncertain: Modern Topics in Uncertainty EstimationINCOMPLETE WORKING DRAFT

We say that a model f is a-approximately quantile multicalibrated with respect
to a collection of groups G and q if for every group g € G:

Q@
Q2(f,9) < —-
1(g)
We will use the same kind of group value patches that we used for mean
multicalibration, as well as the same rounding procedure. We get the following
algorithm:

Algorithm 16 QuantileMulticalibrate(f, «, ¢, G, p)

Let m = %.
Let fo = Round(f;m) and t = 0.
while f; is not a-approximately quantile multicalibrated with respect to G
and ¢: do
Let:

2
(vi,9¢)) € argmax  Pr [fi(z) =v,g(z) =1] <q = Pr [y<v[fi(z) =v,g(z) = 1])>
(v,9)€R(f:)xG (@:y)~D (z,y)~D

and v; = Round(o;; m)

bo=argmin| Pr [y < olfule) = v, ge(x) = 1] — g

v (z,y)~

Let fi11 = h(x; ft,ve = vp,g¢) and t =t + 1.
Output f;.

Lemma 4.4.1 Fiz any intermediate round t of Algom'thm (QuantileMul-
ticalibrate) run with parameters «, q, and p. If D is p-Lipschitz, then We have
that:
a2
PBy(ft) — PBy(fi+1) > 20
Proof 37 Since the algorithm has not halted at around t, it must be that f;
is not a-approximately quantile multicalibrated, and hence we know that:

32

2
) = v =11 (4= Py < wlfile) = veaa) = 1) >

Let fiiq = h(zx; fr,ve — Ot gi) be the hypothetical update that would have
resulted had we not rounded Uy in step t of the algorithm. Since Pty ,)~ply <

v|fe(x) = v, g:(x) = 1] = q we can apply Lemma to the distribution
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D|(fe(x) = ve, ge(x) = 1) (which must also be p-Lipschitz) to conclude that:
PB,(f) ~ PBy(fu)
Prlan(o) = 1. o) = o (| B [L((0)0) = Loenr(0) plan(o) = 1. i) = o]

> g vn) -
2pmp(ge-vt)

o «

 2mp

We also have that:

By(fi) = PBy(fis1) = (PBy(fi) — PBy(fis1)) — (PBy(fir1) — PBy(fis1))
 — (PBy(fes1) = PBy(fi))

Y

2mp

And so it remains to upper bound (PBy(fi11) — PBy(fix1)). Let A = 0, — v}
and note that since v; = Round(t,;m) we have that |A| < 5&. From Lemma
we have that:

PBy(fir1) — PBo(fis1) = plgevr) - (wj[*)ZND[Lq(v;,y) — Lg(04,9)|9¢(x) = 1, fi(z) = vy
< Q) — Q3| - |A| - (Q(v1) ;p@(ﬁt))
< 1QUp ~ Q)| - 5 — G ;p@(vm
< P _ P
~ 4m?  8m?
- P
~ 8m?

where the first inequality follows from Lemma[2.2.3, the second follows from
the fact that A < 1/2m, and the third follows from the fact that by p-
Lipschitzness, we must have that [Q(v;) — Q(7¢)] < 52~

Putting it all together we get that:

PBy(fi) = PBy(ft41) > — — =5 = 7=

Here we use the fact that m = %.

With this progress lemma, we can state the final guarantee for Algorithm
LLO|

Theorem 22 Fiz any model f : X — [0,1], « > 0, ¢ € [0,1], G, and p. If
the distribution D is p-Lipschitz, then Algorithm (QuantileMulticalibrate)
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runs for T rounds and outputs a model fr that is a-approximately quantile
multicalibrated with respect to G and q. Moreover:

2p°
< L
S 2

T

and PBy(fr) < PBy(fo) — T 2%

2p3 *

Proof 38 Lemma tells us that at any intermediate round t < T of the
algorithm, we have that:

2
PBy(fi) = PBy(fty1) = i

2p3

Applying this repeatedly we have that:
o2
PBy(fr) < PBy(fo) — Tﬁ

For labels in [0, 1], we have that PBy(fo) < 1 and PB,(fr) > 0. Hence we
must have that T < 20%;.

4.5 Out of Sample Generalization

Thus far we have presented our algorithms for multicalibration as if they have
direct access to the distribution D. In practice, they will not: We will run our
algorithms on a finite sample of n points D € Z™ to obtain multicalibration
on the empirical distribution on the sample — but we will want our multicali-
bration guarantees to carry over to some other distribution. In this section, we
will show that if the n points in D were sampled i.i.d. from any distribution
D, then so long as n is sufficiently large, the guarantees of multicalibration
will indeed carry over to D.

4.5.1 Mean Multicalibration

Imagine that we have a distribution D € AZ and that we have sampled n
points i.i.d. from D to form a dataset D: D ~ D". We

Our generalization bounds follow a simple formula: We first argue that
for any particular function f;, if it is multicalibrated on D it is very likely
multicalibrated on D as well. We then argue that for any fixed input model,
Algorithmcan only output a model from a finite (and boundedly large set),
and so we can union bound over all possible output models.
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Theorem 23 Fiz any model f; : X — [0,1], any v € R(f:), and any group
g €G. Let D ~ D" consist of n points drawn i.i.d. from D. Then with proba-
bility 1 — 9.

plg.o.D) (v- B [y|ft<x>—v,g<x>—11)2m(g,v,m(v P [yft(:v)—v,g(ﬂc)—l])Q

(z,y)~D (z,y)~D

§46\/3ut(g,v,D)ln(8/5) N 1351n(8/6)

co ( e DA/ 1n<i/6>>

Proof 39 This will be a long slog. We will beat each term into submission
using Chernoff bounds in sequence, and then combine the resulting bounds.

First we argue that with high probability, pi(g,v, D) and (g, v, D) must
be close.

Lemma 4.5.1 Fiz any model fi : X — [0,1], any v € R(f:), and any group
g€G. Let D ~ D" consist of n points drawn i.i.d. from D. Then with proba-
bility 1 — 0

31n(2/6) (g, v, D)

le(g,v, D) — pe(g,v,D)| < \/

n
Proof 40 We can write
1
,Ltt(g,U,D):ﬁ Z ]]-[g(x)zlaft(x):v]
(z,y)eD
We have both that 0 < 1g(z) = 1,fi(z) = v] < 1 and that

Ep~pnlut(g,v,D)] = pt(g,v,D), and so we can apply the Chernoff bound
(Theorem to conclude:

Pr
D~D"

Plugging in n = ,/% yields:

Py nui(g,0, D) = nui(g,0,D)| = /3n(2/0)nju(g, v, D)| <6

_ut(g,v,DW)
3

Hn:ut(gvva) - n,ut(gﬂ}:DM > th(ga%D)] < 2€Xp (

Dividing by n yields the theorem.

We next consider the term: E(, )~p[ylfi(z) = v, g(x) = 1].
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Lemma 4.5.2 Fiz any model f; : X — [0,1], any v € R(f;), and any group
g €G. Let D ~ D" consist of n points drawn i.i.d. from D. Then with proba-

bility 1 — 0, for any v € R(f;) such that ui(g,v,D) > 121n7(b4/6) :
31n(4/4)
E z)=wv,9(x)=1- E z)=wv,9(x)=1]| <5 —————=
W) = vale) =11 = B ble) = vate) = 1| < S0

Proof 41 We have that:
_ o Z(z,y)eDy -1 fe(z) = v]1[g(z) = 1]
(x,gND[y‘ft(‘r) - v,g(x) - ]'] - n,ut(g7'U7D)

Both the numerator and the denominator are i.i.d. sums of random vari-
ables bounded in [0,1]. So, we can apply the Chernoff bound (Theorem[{7) to
conclude that with probability 1 — § we have simultaneously:

> vl =il =1 -0 E_fy-10fi) = ollg(e) = 1]| <
(z,y)€D ny
\/3 1H(4/5)n(l73;3w[y‘ L{fi(x) = v]1[g(x) = 1] < v/3In(4/8)np(g, v, D)
and
npe(g, 0, D) = npue(g,v,D)| < /3n(4/8)np(g, v, D)
Therefore we have that with probability 1 — 0
ol Wlfi@) =v.g(z) =1]
_ Z(x7y)€Dy 1 fe(z) = v]i[g(x) = 1]
B TLLLt(Q,’U,D)
- i (9,0, D) — /31n(4/8)npu(g, v, D)
_ nEuyenly- 1) = v]Lg(z) = 1] + /3In(4/0)npu(g, v, D)
nu(g,v, D) (1 — %)
1 31n(4/4)
= E [ylfi(z) =v,g(x) =1] + ,
(1= atedy) ) P np(9,0.D) (1= /oty
31n(4/4) 2) = v a(z) = 31n(4/4)
< (1 +2 nm(gwﬂ)) <($7£Np[y|ft( )=v,9(z) =1] + nm(gwﬂ))
B B 31n(4/9) 31n(4/6)
< E(xy)ND[y|ft(x)_vag(x)_1]+3 nut(g’v’p> +2nut(g,v,D)
< Byl i(@) = vig(x) = 1 + 5| mA/0

n:u’t(gv v, D)
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Here we have applied Lemmal{.5. 1| to move between ui(g,v, D) and p(g,v, D),
and have relied on our assumption that 4/ % < 1 to apply the inequality
1/(1—2) <1+2x for 0 <x <1/2. The last inequality follows because by our
. 3In(4/5 31n(4/5 3In(4/5
assumption on p:(g,v, D), % <1 and hence W:(‘;ﬂf’%) < nu:zénf,%)'
We can similarly derive the inequality in the reverse direction to conclude
that with probability 1 — 0

VB W) =0g@) =11= Bl =vg) = 1] <5

Onwards! We now propagate our error bounds outwards:

Lemma 4.5.3 Fiz any model f; : X — [0,1], any v € R(f;), and any group
g €G. Let D ~ D" consist of n points drawn i.i.d. from D. Then with proba-
bility 1 — 6, for any v € R(ft) such that p(g,v, D) > %&4/6):

(v E Wi =g =1) ~ (o= B i@ =voe) = 1)

(z,y)~D

31n(4/4)

45 | ———————=
nut(ga v, D)

Proof 42 We compute:

_ \zv( E_[ylfi(e) = v, 9(x)

(z,y)~

I
=
|
&=
=
=
—
&
Il
“@
Q
—~
s
I
=
N—
_|_

(L B ol =vige) =1 = B plii(e) = v.g(0) = 17|

(z,y)~D
< 2| E Bl =vo@ =1~ E_lfilx)=v.) =1+
(B ) = vgle) = 1P = B Dliide) = vg(0) = 17|
< 100 [ 2RO |( B ) v = 1P - B bifie) = vglo)
- 5] 8/

nlu’t(gv v, D)

(v E b =g =1) ~ (o= B A =v.oe) -

31n(4/9)
npt(g,v, D)

IN
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Here we have applied Lemma twice. The last inequality follows because
by our assumption on (g, v, D) S0 < gnd hence —2BUO)_ <

7 npt(g,v,D) nue(g,v,D) —
31n(4/3)
nu(g,v,D) "
Phew. Lets finish this. Applying Lemmal{.5.1}, we have that with probability
1-4/2:
2
lgo.0) (0= B lflo) = v.gle) = 1))
(a:7y)~D
3In(2/9)u(g,v,D 2
< (inton )+ PREIBEDIY (g i) =0, = 1)
n (z,y)~D
There are two cases to consider. The first case is when ui(g,v,D) <
%(8/6). In this case, since (v—E oplylfi(z)=v,g(z) = 1])2 <1 we
have:

2
uionD) (v B bl =gt =1)) < 20O [I0C/ e D)

(z,y)~D n n

In the remaining case, we can apply Lemmal[f.5.3 to continue and conclude
that with probability 1 — 4

lgv.0) (0= B lfilo) = vigle) = 11)2

(z,y)~D
2
< (ut(g,v,D) - \/31n(2/5)it(g7vvp)) <(v - (I,END[ylft(fﬂ) =v,9(z) = 1]) +45 m>
< mlgoD) (v- B lide) = v.glo) = 1)
3 1H(2/5)Mt (97 v, D) 3/1415 (97 U, D) 111(8/5) 3 ln(2/6)ﬂt (gv U, D) 3 111(8/5)
+\/ n +45\/ n +45\/ n nu(g,v, D)

g,v,D)1n(8/9) . 1351n(8/9)

< i) (v B [y|ft<x>=v,g<x>:1])2+46\/3“t<

(z,y)~D

The reverse direction follows the same way:

2 2
(9,0, D) (v— E [y|ft<x>:vyg<x>=1]) > u(g.0,D) (v— E [ylft(x)=v,9(rv)=1}>

(z,y)~D (z,y)~D

_46\/3ut(g,v,D) In(8/5)  135In(8/4)
n n
which finally gives us our theorem.
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Recapping where we are, we have shown that for a single model f;, group
g, and value v, the quantities 11¢(g, v, D) (v — E(y y)~p[yl fe(z) = v, g(z) = 1])2
evaluated in-sample are close to the corresponding quantities out of sample.
But we need a corresponding statement for every group g € G, every v € [1/m]
and every model f that might be output by Algorithm Our solution to
this will simply be to count all possible combinations of g,v, and f, but in
order to do this, we need to understand how many different distinct models
might be output by Algorithm

Lemma 4.5.4 Fiz any model f : X — [0,1], any finite collection of groups G,
and any a > 0. Then there is a set of models C' such that for every distribution
D (which might be the empirical distribution over an arbitrary dataset), the
model fi output by Multicalibrate(f,a,G, D) is such that f; € C, and:

|g ﬁ-’rl
o= (¥

Proof 43 Given a run of Multicalibrate(f,«a,G, D) (Algorithm for T
rounds, let m = {(v¢, v}, g1)}1_, denote the record of the quantities (vy, v}, g)
selected by the algorithm at each round t. Let < = {(vy, v}, gvr) Yol denote
the prefix of this transcript up through round t — 1. Observe that once we fix
7<t we have also fized the model f; that is defined at the start of round t (in-
dependently of the distribution D). Thus to count models that might be output
by Multicalibrate(f, o, G, D), it suffices to count transcripts.

We let C denote the set of all models defined by transcripts ©<7 for all
T< %. Since we know from Theorem that Algorithm m halts after at most

T < 2 many rounds, the models output by Algorithm must be contained

a2
in C as claimed. It remains to count the set of transcripts of length T < %.
At each round t, there are m = 1/« possible choices for vy, m = 1/« possible

choices for vy, and |G| possible choices for g;. Hence the number of transcripts

T
of length T is (M) . Thus we have:

(19N (g
sy (&) <(%
T=0

Having counted the number of models that multicalibrate might output, we
can apply our union bound:

Theorem 24 Fiz any model f : X — [0,1], any finite collection of groups G,
any a >0 and any § > 0. Let D ~ D™ consist of n points drawn i.i.d. from D.
Then with probability 1 — 4, simultaneously for every model fi : X — [0, 1] that
can be output by Multicalibrate(f, o, G, D) (Algorithm , any group g € G,
and any v € R(f;):

(z,y)~D (z,y)~D

lgv.D) (0= B [y|ft<x>=v,g<x>=11)2—m<g,v,D>(v— E [yft<m>=v,g<w>=11)2
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a0 3u(9,v, D) (2 +2)1n(8'g‘)+135( - +2)In (29))

pe(g,v, D) In (%)

1
« n

€0

Proof 44 From Theorem we have that for any &' > 0 and any single triple
(fi,g,v) we have that:

lgo,D) (0= B Blfida) = v.9(0) = 11)2 “lg0.D) (v B Blfie) = v.9(0) = 11)2 <

(z ’y)ND (w7u)~D

46\/3%(9,@,5) In(8/6) L 185 In(8/6)

n

We now count the number of triples quantified over in our theorem. Lemma

tells us that the number of models f; that might be output is at most
4 41

(\%) “* " The number of groups g € G is |G|, and the number of values

v € R(f:) is by construction m = é Hence the number of triples is at most:

|g| 2+1 1 |g‘ ﬁ-‘rQ
(@) ee=(3)

The theorem then follows from invoking Theorem |28 with &' = U

(&)

then summing the failure probability ' over all enumerated triples.

and

We're now ready to state our final generalization theorem:

Theorem 25 Fiz any model f: X — [0,1], any finite collection of groups G,
any o > 0 and any 6 > 0. Let D ~ D" consist of n points drawn i.i.d. from
D. Then with probability 1 — §, the model fi : X — [0,1] that is output by
Multicalibrate(f, o, G, D) (Algorithm 18 o approzimately multicalibrated
with respect to G and D for:

, 1 (135 (% +2)m (28)) 3 (% +2)m (25))
+46
« n an
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Remark 4.5.1 Choosing o to optimize the bound from Theorem[25, we get a
model f; that is o approrimately multicalibrated with respect to G and D for:

o =0 L (l%) :

n

Proof 45 We need to prove that with probability 1 —46, for every group g € G:
KQ(ftagaD) < ﬁ~
Ezxpanding out the definition of Ka(fi,g,D) this is equivalent to proving

that for every g € G:

2
Wo.Dalfng D) = Y a0 D) (v E Bl = vgle) = 1) <o
vER(ft) 1

From Theorem we know that with probability 1 — § we have that for
every v € R(f;) and g € G we have that:

(z,y)~D (z,y)~D

319, v, D) (2 +2) n (28)) 1 (%+2)m (%)
n n

From Theorem|[21| we know that (with probability 1), u(g, D)-Ka(ft, g, D) <
a for every g € G.

< 46

ut(g,v,D)<v— E [y|ft(x>=v,g<x>:1]) ~ (g0, D) (v— E [blfie) = v g(a)

1])2
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Combining these bounds we have:
:U/(gaD)K2(ftvg?D)

= Y D) (o= B i) = vgle) = 1))

vER(ft)
2
< ¥ wlaon) (v E Bl =gl =1) +
veR(fr) Y
B9, v, D) (2 +2)n (88) 135 (& +2)n (35))
> |46 i
n
vER(ft)
31:(g,v,D) (& +2) In (%) 135 (% +2) In i&
< at+ Y |46 +
vER(f:) "
| (135 (& +2)m (3F) 39,0, D) (2 +2) n (28))
< at-— + > 46
o n n
vER(fr)
1 (185 (% +2)n (35) 319, D) (2 +2) n (35))
s at - + 46
« n an
1 (135 (% +2)m (35)) 3(&+2)n (39)
< a+-— + 46
o n an

Where here we have used the fact that |R(f;)| = é, and that because /- is a
concave function, the final sum is mazimized when pi(g,v,D) = au(g) for
each v.

4.5.2 Quantile Multicalibration

We can prove a very similar generalization bound for quantile multicalibration.
We elide the details that are for the most part similar to the case of mean
multicalibration, and state the final theorem:

Theorem 26 Fiz any model f : X — [0,1], any finite collection of groups G,
any a >0 and any 6 > 0. Let D ~ D" consist of n points drawn i.i.d. from
a p-Lipschitz distribution D. Then with probability 1 — &, the model f; : X —
[0,1] that is output by QuantileMulticalibrate(f,a,q,G, D) (Algom'thm@) is
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o' approzimately quantile multicalibrated with respect to target quantile q and
G and D for:

302 (m(%) +T1n(f’4'g‘))

a2

f= 42
@ @t 2am

Remark 4.5.2 Choosing « to optimize the bound from Theorem[25, we get a
model f; that is o approximately multicalibrated with respect to G and D for:

of (75 "

n

4.6 Sequential Prediction

In this section we give algorithms that can promise mean and quantile mul-
ticalibration in the sequential setting, against an adversary. It will be more
convenient for us to bound /£, calibration error (K, ) rather than the ¢ cal-
ibration error that we have been working with. But to avoid trivialities, we
will need a slightly modified definition that allows us to drive the calibration
error to 0 while keeping m fixed. (Recall an issue with K, and Q. as we
have defined them is that it is possible to drive them to zero at a rate of 1/m
in a trivial manner by taking m to be very large and making sure that we do
not make any particular prediction with probability greater than 1/m. )

4.6.1 A Bucketed Calibration Definition

Recall that calibration asks informally that E, ,)~p[y|f(z) = v] = v for all
v. To avoid problems with the conditioning event, we have thus far restricted
our attention to models f that have bounded range R(f) C [1/m]. A different
solution is to allow f to have arbitrary range in [0, 1], but not to condition on
the event that f(z) = v, but rather to condition on the event that f(z) ~ v
for an appropriate formalization of ~. We will do this through bucketing:

Definition 28 Let m be a buckel coarseness parameter. Fori € {1,...,m—1}
let By, (i) = [=1, L) and let By, (m) = [=11]. Collectively, By, (i) for i €

[m] form a set of m “buckets” of width 1/m that partition the unit interval.

We now give a variant of our ¢, calibration definition in which informally,
the conditioning event f(z) ~ v is taken to mean “f(z) and v are in the same
bucket”.
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Definition 29 (Bucketed Multicalibration Error in the Distributional Setting)
Fiz a predictor f : X — [0,1], a collection of groups G, and a bucket coarse-

ness parameter m. The calibration error of f on a group g with respect to

bucketing coarseness m, on distribution D is defined to be:

COO(f’m’g7D) =

max Pr [f(z) € By(i)|g(x) = 1]

iem (z,y)~D (z,y)~D

[f(z) —ylf(x) € Bm(i), g(z) = 1]

We say that f satisfies (o, m)-multicalibration with respect to G on D if for
every g € G:
@

C (famag’D> S N
~ 1(9)
This is identical to our definition of K, except that the condition that f(z) =
v has been replaced with the condition that f(z) € B(i). We can give a
corresponding definition in the sequential setting:

Definition 30 (Bucketed Multicalibration Error in the Sequential Setting)
Fiz a collection of groups G, a transcript m = {(x1,p1,91),-- ., (@1, pT, Y1)},
and a bucket coarseness parameter m. For any i € [m] and g € G, let
S(m,g,i) = {t : g(ze) = 1,pt € Bn(4)} and S(m,g9) = {t : g(as) = 1}. Let
n(m,g,1) = |S(m, g,4)| and let n(xw,g) = |S(7, g)|-

The calibration error of m on a group g with respect to bucketing coarseness
m 1s defined to be:

. T,9,1 bt —
Cos (ﬂ-a mag) = max n(ﬂ',g,l) . ZtES( A )( 't yt)
ielm] n(m,gq) n(r, g,4)

We say that 7 satisfies (o, m) mutlicalibration with respect to G if for every

geg:
o

n(m, g)

Ezpanding out the definitions we find that equivalently, 7 satisfies (o, m) mul-
ticalibration error with respect to G if:

Coo(m,m,g) <

max Z (pr —y)| < aT

9eg i€lm teS(m,g,i)

4.6.2 Achieving Bucketed Calibration

Our goal is to design a sequential prediction algorithm that guarantees (c, m)
multicalibration, with « tending to 0 with T against any possible sequence of
observations. To this end, we define a surrogate loss function that replaces the
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max in the definition of bucketed multicalibration with a “softmax” function
based on the sums of exponentials, that is analytically better behaved but
that is nevertheless a good approximation to the max function.

Definition 31 (Surrogate Loss) For a round s < T and a transcript m,
recall that w<° denotes the length s prefix of m. For a group ¢ € G, and a
bucket i € [m] let:

V&= > (g—pr)

teS(r<2,g.)

denote the average difference between the predictions p; and the outcomes
y: on the subsequence of m=° corresponding to examples from group g and
predictions in bucket i.

Fizing a parameter n € [0, %], define a surrogate calibration loss function
at round s as:

Ly(m=*) = > (exp(nV&") + exp(—nV")) .

9€9,
i1€[m]

<s

When the transcript w=° is clear from context, we will simply write L.

We will leave 1 unspecified for now, and choose it later to optimize our bounds.
Recall that what we really want to do is upper bound maxgeg,icn] \V:,g\,
which corresponds to our calibration loss. Observe that this “soft-max style”
function allows us to tightly upper bound our calibration loss:

Observation 4.6.1 For any transcript wr, and any n € [0, %}, we have that:

In (2|g\m).

max ’Vg ’< In(L7) < max ‘ngl +
n

g€G i€[m] g€eG ie[m]
)
" (m oxp (") +exp (v

In eXp (an Z) ( vt )
gEg i€lm
= ln(LT)

Proof 46 For the first inequality, note that:

max ‘an?’l

geG,i€[m]

= In <exp ( max ‘Vq o4
geg,ie m]

= In < max exp (77 ‘Vg’
gegGielm

IA

IN
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Dividing by n gives the inequality. In the other direction we have that:

1 In(L,) = 1 In Z exp (anﬂ]’i) +exp (—nViE™)
N g g€eG,i€[m]
< lln (2|g|m. max exp (n‘Vj‘Z’i ))
Ui geg,i€[m]
In(2|G|m)

= —/——+ max ‘Vjﬂ”i’
n g€egG,i€[m]
So we now feel freed to study the analytically nicer surrogate loss function.
Just as in our derivation of algorithms promising (regular) calibration guar-
antees against an adversary, we will be interested in bounding the increase in
our surrogate loss function from round to round.

<s+1 <s

Definition 32 Fiz any partial transcript = 73% 0 (Tsi1, Pst1,Yst1)-

Define:
Agi1 (755 = A1 (752, (@41, Dot 1, Yst1)) = Lopr (m=°11) — Ly (7=%)

Our first step is to bound Ay, (7<*1) in terms of a quantity that is linear
in Ps+1 and Ys+1-

Lemma 4.6.1 Fiz any partial transcript n<5Tt = 755 o (Zst1, Pst1sYs+1)

such that psy1 € B(i). Then for any n < 1, we have that:

A1 (TS5 < (st — pst1) - Chl@syr) + 207 Lg(7=7)

where: , _ 4

Cilzer1)= Y exp(nV¥') —exp(—nV?)

9€G(zs41)

is a constant depending only on 7<% and x4, 1.
Proof 47 Observe that our surrogate loss function is a sum of terms each
defined by a group g € G and a bucket i € [m], and that at round s+ 1, the
change in surrogate loss can be written as a sum over only those groups in
G(xs+1) over the bucket i such that psy1 € B(i), since all other terms in the
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sum cancel out. Therefore we can write:

Agpr(r=o1)
- Lerl - Ls

= Y (expmV) — exp(VE) + exp(—nVEy) — exp(—nVih) )
9€G(Tst1)

= > VI ep((ysi1 — pst1)) — 1) + exp(—nVI) (exp(—n(ysi1 — pss1)) — 1)
9€G(Ts41)

D expVIN(yst1 — Psr1) +20°) + exp(—nVI) (=n(ys 1 — Pora) +20°)
9€G(zs41)

IN

= N(Ys+1 — Pst1) Z exp(nVah) — Z exp(—nVei) | +
9EG (s 41) 9€G(Ts41)

m* [ D exp(VP?) + exp(—nVI)
9€G(sy1)

< 77(y3+1 — Pst1) - C;<$S+1) + 2772L8<7TSS)

Here the first inequality follows from the fact n(ys+1 — ps+1) < 1 and that for
|z| <1, exp(x) < 142+ 22.

Our goal is to find a strategy for the learner’s choice of ps1, as a function of
both 7<% and !, that will guarantee that E,,_,, [Ag1 (7%, (Toq1, Pst1, Yst1))]
is small for every possible realization of ys11. We measure calibration over m
buckets, but we will allow our learner to play from a larger strategy space
[%] = {0, $7 ey TTT;l, 1} for some integer r > 1. In the end we will see
that our bounds get better with larger r, but that the algorithm we design
has no dependence on r at all in its running time, so we can imagine r to be

an arbitrarily large number.

Lemma 4.6.2 Fiz any transcript =% and any x4.1. There is a distribution

on predictions psy1 € [i] such that for every ysy1 € [0, 1]:

m

E [Acr1(m=% (Tep1,ps11,¥s11))] < La(m=°) - (% + 2772)

Ps+1
The distribution can be sampled from as follows:
1. If Ci(msy1) > 0 for all i then predict psyq = 1
2. If Ci(xs11) <O for all i ten predict psy1 =0
3. Otherwise, findi* € [m—1] such that C? (2441)CY 1 (x411) <0
and let g € [0,1] be such that

q-C (woi1) + (1= q)CL T (@e11) = 0.
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%

Predict ps41 = & — % with probability ¢ and predict psy1 = %

with probability (1 — q).
Proof 48 From Lemma[/.6.1] we have that:

As+1(77§s+1) <n(Ysg1 — ps+1) ’ C;(strl) + 2772LS(7TSS)

where psy1 € B(i). So it suffices to prove that:

—1
E [1(yst1 — Por1) - C5 o) (241)] < —-Ly(x=*)
Ps+1 ™m

where B~ (psy1) = i is the bucket such that ps+1 € B(i). We do this in cases.

Case 1: Ci(x541) > 0 for all i:

In this case ps+1 = 1 and we have that n(ys+1—ps+1) < 0 Since CT(z541) > 0,
it follows that N(ys+1 — ps+1) - O (xs41) < 0.

Case 2: Ci(x541) <0 for all i:

In this case psy+1 = 0 and we have that n(ys+1—ps+1) > 0 Since CL(xs41) <0,
it follows that N(ys+1 — ps+1) - CL(zs41) < 0.

Case 3: Everything Else

In the remaining case, observe that since the quantities C'(zs41) are nei-
ther all positive or all negative, there must exist some bucket i* such that
CV (2441)CY T (2441) < 0. So sampling from the specified distribution is well
defined and we can compute:

—1
pﬂil[n(ysﬂ — pss1)  CE ) (3 44)]

= q <77 (ys+1 - <:; - rin)) Cﬁ ($s+1)> +(1—q)- (77 <ys+1 - ;) 'C§*+1($s+1))

= (= 5 ) (408 ) + (0= O ) 4G ()

1 -
= 1n9g—Cf (T541)
rm
n i i
< D0 epVE) —exp(—nV)
ge€G(Tsy1)
< ng(ﬂ'Ss)
< —-L

We have a concrete algorithm that implements the prediction strategy laid
out in Lemma [3.4.2)
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Algorithm 17 Online-Multicalibrated-Predictor(G, m, r,n)
fort=1to T do
Observe z; and compute

Ciy(w) = Y exp(nVi}) — exp(—nV,Z))
g€G(z+)

for all ¢ € [m).
if Cj™(x;) > 0 then
Predict p; = 1.
else if C}_,(z;) <0 then
Predict p; = 0.
else
Select i* € [m] such that such that C{ (z;) - Ci T (z,) < 0.
Compute ¢ € [0,1] such that:

q-Ciiy(z) + (1 —q) - Ci{ (z) =0

Predict p; = % — % with probability ¢ and predict p; = % with
probability 1 — gq.

Observe y;

Let 7' = 7<" o (24, pr, yt)

Lets now analyze the expected calibration loss of Algorithm We start
by analyzing the expected surrogate loss:

Lemma 4.6.3 Fiz any set of groups G, m,r >0 and 0 <n < 1. Fiz any ad-
versary, which together with Online-Multicalibrated-Predictor(G,m,r,n) (Al-
gom’thm fixes a distribution on transcripts w. We have that:

E[L7(m)] < 2|G|m - exp <T77 + 2T7)2>

T rm

Proof 49 Consider the final round T. From Lemma we have that for
all <7, xp,yr:

E[LT(WST)] = Ly (nsT7h) + E[AT(WSTfla (x, pr,YT))]
< LT_l(ﬂ'STfl) + LT_l(WSTfl) (l + 2772>
rm
= Ly, (1 + 1y 2772)
rm
< Lp_iexp (i + 2772)
rm

where the last inequality follows from 1+ x < exp(x). Now inductively taking
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the expectation with respect to pr_1,pr—s,...,p1 we get that:
Tn
E[Lr(r)] < Lo exp ( +2n ) = 2|G/m - exp ( = + 2T

Since Lo = - jeg icpm) (€xP(0) + exp(0)) = 2|G|m.

We are now ready to state the final guarantee of Algorithm

Theorem 27 Fiz any set of groups G, m,r > 0. Let n = 4/ % < 1. Fiz
any adversary, which together with Online-Multicalibrated-Predictor(G, m,r,n)
(Algorithm fizes a distribution on transcripts w. We have that m satisfies
(o, m)-multicalibration error with respect to G where:

1 21n(2|G|m)
Elo] < — +24/ ——=
w[a] - rm + T

In particular, if we choose r > S/ —
em~/21og(2|G|m)

then we have:

21n(2
Ela] < (2 +¢) 2In(2|G|m)
™ T
Proof 50 Recall that (o, m)-multicalibration corresponds to the requirement
that maxgeg icim) |Vi'| < oT. Hence we need to show that:

9 ] < % +24/2T n(2|G|m)

IE[ max |V

T | g€g,i€[m]

We can compute:

exp (nE[ max ng]> < E|exp (77 max Vgl>}
T | g€G,i€[m] T g€eG i€[m]
= E Vg’
T _geg}iaEX[m] oXp ( | ):|
< g,t R g N
- IE _gEIgI?iaEX[m] (exp( V ) +exp ( nVT )):|
< 3 (el e ()
_gEg,iE[m]

= E[Lr(r)]

Tn
< 2|GIm - eXp<+2T )

where the first inequality follows from Jensen’s inequality and the convexity of
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exp(z), and the last inequality follows from Lemma . Taking the log of
both sides and dividing by n gives:

log(2 T
_los@gm) | T,
rm

E{ max |ij11|]

T | geG . i€[m]
Plugging in our chosen value of n completes the proof.

Insert high probability bound and online to offline reduction

4.6.3 Obtaining Bucketed Quantile Multicalibration
We can analogously define a “bucketed” definition of quantile multicalibration:

Definition 33 (Bucketed Multicalibration Error in the Sequential Setting)
Fiz a collection of groups G, a transcript m = {(x1,p1,91),-- ., (@1, pT,YT)},

and a bucket coarseness parameter m. The quantile calibration error of m on a

group g with respect to bucketing coarseness m and target quantile q is defined

to be:

Qoo(m,m, g) = max n(m,g,4) . Z"/Gs(mgﬂ‘)(my‘f spl-a)
Y i€[m)] n(ﬂ',g) ’I’L(ﬂ',g,i)

We say that w satisfies (c, m) quantile multicalibration with respect to G if for
every g € G:

aT
n(m, g)
Ezpanding out the definitions we find that equivalently, m satisfies (e, m) quan-
tile multicalibration error with respect to G if:

QOO(TFa ma g) S

max Z Ly <pt) —q)| < T

9€G.i€[m] tesS(m,g,i)

The derivation of an algorithm for online quantile multicalibration closely

mimics our derivation for mean multicalibration, so we will state lemmas with-
out proof when the proof is exactly analogous, and focus only on differences.

Definition 34 (Quantile Surrogate Loss) For a round s <T and a tran-
script m, recall that m=° denotes the length s prefiz of . For a group g € G,
and a bucket i € [m] redefine:

Vet= > (U < pid — )
teS(n=s,g,i)

Fizing a parameter n € [0, %], continue to let the surrogate calibration loss
function at round s as:

L(m=*) = > (exp(nV&") + exp(—nVI")) .

9€g,
i1€[m]
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S

When the transcript ©<° is clear from context, we will simply write L.

We can prove a direct analogue of Lemma [£.6.1] for our new quantile surro-
gate loss function. All we used previously about the V¢ quantities was that
they were sums of terms bounded between [—1, 1] which remains true in our
quantile reformulation.

Lemma 4.6.4 Fiz any partial transcript 7<71 = 755 o (2441, Dst1, Yst1)
such that psy1 € B(i). Then for any n < 1, we have that:

Agi1 (755 < n(1yssr < po1] — @) - Cl(xs1) + 207 Ly (7=%)

where: _ _ _
Cilzer1)= Y exp(V¥") —exp(—nV?)
9€G(sy1)

is a constant depending only on ©<° and xs .

We now come to the only lemma whose statement and proof change —
the bound on how much our surrogate loss changes in expectation when we
play according to our multicalibration strategy (which does not change). Our
bound now depends on the Lipschitz parameter of the underlying distributions
played by the adversary, and holds in expectation both over the randomness
of our prediction psy1 and over the adversary’s choice of labels y511.

S

Lemma 4.6.5 Fiz any transcript =% and any x4.1. There is a distribution
1

on predictions psy1 € [m} such that for every p-Lipschitz distribution over
Ys+1 € [0, ].] :
E  [Ac1(m=*, (@s41, o1, Yst1))] < Ls(m=%) - (77 + 2772>
Ps+1,Ys+1 prm

The distribution can be sampled from as follows:

1. If Ci(w4y1) < O for all i then predict psyq = 1
2. If Ci(xs11) > 0 for all i ten predict psy1 =0
3. Otherwise, find i* € [m—1] such that C% (x441)C% T (x511) <0
and let p € [0,1] be such that
b C;'* (@s41) + (1 _p)Cg*—i—l(strl) =0.

Predict psy1 = oL yth probability q and predict psy1 = i

m m m

with probability (1 — q).
Proof 51 From Lemma[/.6.]] we have that:

At (75 <n(Lyssr < psra] — q) - Cilwsyn) + 20° Ly(w=*)
where psr1 € B(i). So it suffices to prove that:

E  [n(1[yssr < psst] —q) - CB P (@yy1)] € ——Ly(x=*)
Ps+1,Ys+1 prm

where B™Y(psy1) = i is the bucket such that ps+1 € B(i). We do this in cases.
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Case 1: Ci(z541) > 0 for all i:

In this case ps11 = 0 and we have that n(1[ys+1 < Pst+1] — q)
Cy(ws41) > 0, it follows that n(1]yst1 < pst1] — q) - Cl(zs41) < 0.

Case 2: Ci(z541) < 0 for all i:

In this case ps+1 = 1 and we have that n(1[ys+1 < ps+1] — q) > 0 Since
Ci'(@s41) <0, it follows that n(L[ysi1 < pst1] — q) - CF" (¥s41) <0

Case 3: Fverything Else

In the remaining case, observe that since the quantities C(x441) are nei-
ther all positive or all megative, there must exist some bucket i* such that

CV (2541)CF T (244 1) < 0. So sampling from the specified distribution is well

defined and we can compute:

E  (1ys+1 <ps1]l —q) - C’SB_l(pS“)(xsﬂ)]

Ps+1:Ys+1

I i1
= p- (n (yf)fl Yot < (m - m)] - (J> -y (ws+1)> +

(I-p)- (77 ( Pr -strl < . Q) 'C§*+1($s+1)>

[ 7" 1 o
p-(n(Pr ys+1<( >]+—q)~cg (ms+1))+
Ys+1 | m prm
_ ; .
(=) (n(Pr fser = 5] =) -5 o)
Ys+1 | m

1 -
= np——C% (7541)
prm

IA

< L (=)
prm

With our new Lemma[3.4:4] in hand, the rest follows as before:
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Algorithm 18 Online-Quantile-Multicalibrated-Predictor(G, m,r,n)
fort=1to T do
Observe z; and compute

Ciy(w) = Y exp(nVi}) — exp(—nV,Z))
g€G(z+)

for all i € [m], with V;? defined as in Definition
if Cj™(x;) <0 then
Predict p; = 1.
else if C}_,(z;) > 0 then
Predict p; = 0.
else
Select i* € [m] such that such that C!~ | (z;) - Ci T1(z;) < 0.
Compute p € [0, 1] such that:

p-Ciy(@e) +(1—p)- Ci i (z) =0

Predict p; = ZE — % with probability p and predict p; = % with
probability 1 — p.
Observe y;

Let m<tTt = 7<t o (x4, ps, yt)

We get the following final theorem:

Theorem 28 Fiz any set of groups G, m,r > 0 and ¢ € [0,1]. Let

n = \/% < 1. Fix any adversary who is constrained to playing p-
Lipschitz distributions, which together with Online-Quantile-Multicalibrated-
Predictor(G, m,r,n) (Algorithm @ fizes a distribution on transcripts w. We
have that 7 satisfies (v, m)-quantile-multicalibration error with respect to G
and target quantile q where:

Efo] < 1 i 21n(2|G|m)
7 prm T

We can similarly prove a high probability version of this theorem:

Theorem 29 Fiz any set of groups G, m,r > 0 and q¢ € [0,1]. Let n =

% < 1. Fiz § > 0 Fiz any adversary who is constrained to playing

p-Lipschitz distributions, which together with Online-Quantile- Multicalibrated-
Predictor(G,m,r,n) (Algorithm[18) fizes a distribution on transcripts =. We
have that with probability 1 — § over the randomness of w, ™ satisfies (o, m)-
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quantile-multicalibration error with respect to G and target quantile g where:

2ln<Lg|m)
1
1)

- prm T
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to the £, setting (Bastani et al.[2022] actually give a bound on an 5 vari-
ant of quantile multicalibration, which is stronger than /., multicalibration,
but with a polynomial dependence on |G|. Obtaining a bound on ¢5 mean or
quantile multicalibration with a logarithmic dependence on |G| remains open
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Beyond Means, Quantiles, and Calibration
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In this chapter we will study how much “beyond” multicalibration we can
go in various ways. We’ll start simple: generalizing what a “group” is. Then
we’ll ask what other distributional properties we can multicalibrate with re-
spect to (beyond means and quantiles). Finally we’ll ask what there is beyond
calibration.

5.1 Beyond Means and Quantiles

“nobreak

5.2 Beyond Calibration
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In this section we think about how we can view multicalibration as a boosting
algorithm for regression — i.e. a way to take a regression algorithm that has
the capacity to predict in slightly non-trivial ways (better than a constant
function), and produce an ensemble of regression functions that can predict
optimally. Along the way, we will generalize multicalibration over a set of
groups G represented by indicator functions g : X — {0, 1} to multicalibration
over a collection of arbitrary real valued functions H, where each h € H is a
function h : X — R. This generalization will also be useful for us for a number
of other applications of multicalibration.

6.1 Beyond Groups

Our study of multicalibration thus far has been predicated on groups — i.e.
subsets of the feature domain X'. We have represented groups by their indicator
functions g, such that g(z) = 1 if = is a member of the group, and g(x) =
0 otherwise. Recall that what we mean by (perfect) multicalibration of a
function f : X — R on a collection of groups G is that for every g € G and
v e R(f):

[(y = f@)f(z) = v,9(x) =1] =0

E
(z,y)~D

91
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Since g(x) is binary, we can equivalently re-write this multicalibration condi-
tion as the requirement that for every g € G and v € R(f):

B [g(z)(y — f(2))f(z) =v] =0

(z,y)~D

But although this is an equivalent condition to ask for when ¢ is binary (i.e.
a group indicator function), it now makes sense to ask for this condition even
if g is an arbitrary real valued function g : X — R. We will use this as our
more general definition of multicalibration with respect to an arbitrary class
of real valued functions. We will have to define approximate versions of this
condition, and we will again use an {s-error variant:

Definition 35 (Multicalibration With Respect to Real Valued Functions)
Fizx a distribution D € AZ and a model f : X — [0,1]. Let H be an ar-
bitrary collection of real valued functions h : X — R. We say that f is a-
approzimately multicalibrated with respect to D and H if for every h € H.:

2
KalfhD)= 3 Pr (@) =0 ( B )y - olfe) =4l) <a
veRU) (z,y)~D (z,y)~D

There is a close connection between a failure of a model f to be multi-
calibrated with respect to a class of functions H and the ability to decrease
squared error of f using a simple update using a function h € H. We summa-
rize the connection with two lemmas showing the connection in each direction.

First, suppose H contains a model h that has lower squared error than the
best constant prediction on one of the level-sets of a calibrated model f. Then
f is not multi-calibrated with respect to H. Note that if f is calibrated, it is
making the best constant prediction on each of its level sets, so the condition
that h makes predictions with lower squared error than the best constant
predictor on a level-set of f is the same that it makes predictions with better
squared error than f on one of its level-sets.

Lemma 6.1.1 Fiz a calibrated model f : X — R. Suppose for some v € R(f)
there is an h € ‘H such that:

E[(f(z) = y)* = (h(@) = y)*|f(2) = v] > @

Then it must be that:

E[h(z)(y —v)|f(z) = v] > %

Proof 52 We calculate:
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W E @)y —v)lf(@) =]

= E_[h@ylf@) =el-v E_[h(@)|f() =]

(@:9)~D (@)~
= % (2 (mygwp[h(x)y‘f(l‘) =v]—2v (zygwb[h(xﬂf(x) = v])
2 % (2 LE h@ylf@) =0 =20 E_[h@)f@)=v]- E_[h)- v)?| f(z) =
1 2 2 —
-2 (u,%[%(@y = h(x)® = v*|f(x) = 1)
1 , , -
T2 (@,RD[Q’“W — h@)® = 20y + 0| f(2) = vl)
1 , , -
= 3 ((z,gw[@ — ) = (h(x) = )*If () = v})
> 2
-2

where the 3rd to last line follows from adding and subtracting v? and the fact
that because f is calibrated, vE[y|f(z) = v] = v?.

In the reverse direction, we show that if a model f fails to be multi-
calibrated with respect to a class of functions H, then it is possible to perform
a simple update on one of the level-sets of f using a function h € H that
witnesses a failure of multicalibration that decreases squared error on that
level-set

Lemma 6.1.2 Fiz a model f : X — R. Suppose for some v € R(f) there is
an h € H such that:

E[h(z)(y = v)[f(z) =v] = a

Let W' = v+ nh(x) forn= R = Lhen:

062

[h(2)?]f(2) = v]

E[(f(x) —y)? = (W' (2) = y)*|f(2) = v] > T
Proof 53 We calculate:

E[(f(z) —y)* — (W' (x) — y)*|f(z) = v]
= E[(v—y)®— (v+nh(z) —y)*|f(z) =]
E[v® — 20y +y° — (v + nh(2))* + 2y(v + nh(z)) — y°|f(z) = v]
= E[2ynh(z) — 2vnh(z) — n*h(z)?|f(x) = v]
E2nh(z)(y — v) — n*h(z)?|f(z) = v]
2na — * Elh(x)?| f (x) = v]

a2

E[h(z)?|f(z) = v]

AV
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Where the last line follows from the definition of n.

Note that there is an asymmetry in Lemmal6.1.1]and Lemmal[6.1.2] Lemma
6.1.1]implies that if A has improved squared error compared to f on one of its
level-sets, then h itself fails the multi-calibration condition on this levelset. On
the other hand, Lemma[6.1.2] says that if & fails the multicalibration condition
on some levelset v of f, then there is a function A’ = v 4+ nh(x) that improves
on the squared error of f on level-set v. We can remove this assymetry by
assuming that H is closed under affine transformations

Definition 36 A class of functions H is closed under affine transformations
if for every a,b € R, if h(x) € H then:

h'(z) = ah(x) +beH

Most natural classes of regression functions are closed under affine transfor-
mations: linear functions, polynomials of any fixed degree d, regression trees,
etc.

For classes of functions H that are closed under affine transformation, the
relationship becomes symmetric:

Lemma 6.1.3 Suppose H is closed under affine transformation. Fixz a model
f: X =R and a levelset v € R(f) of f. Then:

1. If f is calibrated and there exists an h € H such that
E[(f(z) = y)* = (h(z) —y)?|f(z) =v] > @

then there exists an h' € H such that:

E[W (z)(y —v)|f(z) = v] =

| R

2. If there exists an h € H such that:
Elh(2)(y —v)[f(z) =v] >
then there exists an h' € H such that:

Oé2

[h(x)?|f(x) = v]

E[(f(z) —y)* = (W(2) = )*|f (@) =v] = &

Proof 54 The first part follows from Lemma|6.1.1 using h' = h. The second
part follows from Lemma using h' = v + nh(z), where h' € H by the
assumption that G is closed under affine transformations.

The equivalence between a failure of multicalibration with respect to H
and the ability for some h € H to improve on the squared error of f on one of
f’s level sets is useful for several reasons. First, it means that we can reduce the
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problem of finding a model f that is multicalibrated over H to the standard
regression problem of finding models h € H that minimize squared error over
subsets of the distribution D, which is a well studied problem for which we
have very good algorithms for many classes H. The second is that it will allow
us to give a simple, intuitive characterization of what properties H must have
relative to a data distribution D such that multicalibration with respect to
‘H implies Bayes optimal prediction with respect to H. Importantly, since we
only have to solve regression problems on subsets of the distribution D —
for which there is a fixed Bayes optimal predictor — this will make it easy
for us to enunciate conditions under which multicalibration implies accuracy;
this would be more difficult if we needed to solve regression problems on
distributions with different conditional label dsitributions.

6.2 Algorithmically Reducing Multicalibration to Re-
gression

In this section we give an algorithm for computing predictors that are mul-
ticalibrated with respect to a real-valued class of functions H. We will be
interested in infinite classes H, so we will need to think about what kind of
access we have to this class of functions. What we will assume is that we have
access to an algorithm A that given access to a distribution D solves the
squared error regression problem on D over H.

Definition 37 Ay is a squared error regression oracle for a class of real
valued functions H if for every D € AZ, Ay (D) outputs a function h € H
such that:
: / 2
h € arg min (Igw[(h () — )]

A squared error regression oracle Ay is a very natural object: for exam-
ple, if H is the class of linear functions, then A4 is simply solves a linear
regression problem (which has a solution in closed form). Polynomial squared
error regression problems can also be solved in closed form. Even for model
classes (e.g. regression trees and neural networks) such that the corresponding
squared error regression problem is not convex, we have very good heuristics
for solving the problem. So assuming that we have a squared error regression
oracle for a class H is a very reasonable assumption. We now ask: if we have
such an oracle, can we leverage it to learn a multi-calibrated predictor over
H?
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Algorithm 19 RegressionMulticalibrate(f, o, A%, D, B)
2B

Let m =
Let fo = Round(f;m), errg = E(, y)~p[(fo(z) —y)?],err_; = co and t = 0.
while (err;_; —erry) > 5% do
for each v € [1/m] do
Let DI = D|fi(z) = v.
Let h!Tt = Ay (DLH).
Let:

fraa(@) = Y7 1[fi(x) =] - A (@) fiyr = Round(fir1,m)

v€E[l/m]

Let erry 1 = E¢, yyup[(frr1(x) — y)} and t =t + 1.
Output f;_1.

Just as in our algorithm for multicalibration over groups G (Algo-
rithm [15]), Algorithm rounds its output to the discrete range [1/m] =
{0,L,..., =1 1} We recall that Round(h, m) outputs the function:

Ym

h(z)= min |h(z)—v
(@) = min [h(z)
— i.e. the function that outputs the closest grid-point in [1/m] to the function
value hy(x).

Theorem 30 Fiz any distribution D € AZ, any model f : X — [0,1], any
a < 1, any class of real valued functions H that is closed under affine trans-
formations, and a squared error regression oracle Ay for H. For any bound
B >0 let:

’HB:{hEH:h(a:)QgB}

be the set of functions in h with squared magnitude bounded by B. Then
RegressionMulticalibrate(f, o, Ay, D, B) (Algorithm @) halts after at most
T < % many iterations and outputs a model fr_1 such that fr_, is «-
approximately multicalibrated with respect to D and Hp.

Remark 6.2.1 Note the form of this theorem — we do not promise multi-
calibration at approzimation parameter « for all of H, but only for Hg —
i.e. those functions in H satisfying a bound on their squared value. This is
necessary, since H is closed under affine transformations. To see this, note
that if E[h(z)(y — v)] > «, then it must be that Elc - h(z)(y — v)] > ¢ a.
Since h'(x) = ch(x) is also in H by assumption, approximate multicalibration
bounds must always also be paired with a bound on the norm of the functions
for which we promise those bounds.

Remark 6.2.2 The algorithm runs for at most % iterations, and at each
iteration needs to make m + 1 = % + 1 many calls to the squared error
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regression oracle Ay . Thus to obtain a-approximate multi-calibration with

respect to Hp, it suffices to make 4B

=+ % many oracle calls to a regression
oracle for H.

Proof 55 Since fy takes values in [0,1] and y € [0, 1], we have erry < 1, and
by definition errp > 0 for all T. By construction, if the algorithm has not
halted at round t it must be that erry < erry_1 — 55, and so the algorithm
must halt after at most T < % many iterations to avoid a contradiction.

It remains to show that when the algorithm halts at round T, the model
fr—1 that it outputs is a-approzimately multi-calibrated with respect to D and
Hp. We will show that if this is not the case, then errp_1 — errr > 55, which
will be a contradiction to the halting criterion of the algorithm.

Suppose that fr_q is not a-approximately multicalibrated with respect to
D and Hp. This means there must be some h € Hp such that:

> pn e =l (B - olfra@) =) >a

vell/m] T,y)~ (z,y)~D

For each v € [1/m] define
a, = (m}y))ip[fT_l(a:) =] ((Z’END[h(J:)(y — )| fr1(z) = U])

So we have 3=, 1y /) Q0 > v
Applying the 2nd part of Lemmal6.1.5 we learn that for each v, there must
be some h, € H such that:

1 Ay

Bl @) = = Ol =00 =21 > gpgpE i m =1 e sl = 1

1 a2
B Pr(zy)~plfr-1(z) = v]

where the last inequality follows from the fact that h € Hp Now we can com-
pute:

(z,y)~D
— Ue% @ y)ND[fol(x) = 0] (%END[(fol(x) C ) = (@) = 92| fra (2) = 0]
— )= _1(x) — 2 T(E— 2 (@) =
_ [E/I pa i@ =0 E (@) = 9)° = (@) =)l () = o]
- ~1(@) = y)* = (ho(2) = )*[fra(2) =v
§ [Z/] WP U@ =l E | [(froa(@) = 9)° = (@) = y)|fr-a(2) = o]

AV
™
|
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Here the third line follows from the definition of fT and the fourth line follows
from the fact h, € H and that hI minimizes squared error on DI amongst all
heH.

Finally we calculate:

Errr—_1 — €rrr

= E D[(fT_l(LL‘) - y)2 - (fT(x) - y)Q]

(z,y)~
= (%END[(J(T%(CU) —y)° = (fr(z) —y)*| + (m,EN’D[(fT(m) —y)? = (fr(z) —y)%
> % (LEND[(J?T(HU) —y)? = (fr(z) —y)?
« 1
~ B m
Z (0%

O
5|

where the last equality follows from the fact that m > %,
The 2nd inequality follows from the fact that for every pair (x,y):

(fr(z) —y)® = (fr(x) —y)* > L

m
To see this we consider two cases. Since y € [0,1], if fr(x) > 1 or fr(z) <0
then the Round operation decreases squared error and we have (fr(x) —y)? —
(fr(z) —y)? > 0. In the remaining case we have fr(z) € [0,1] and A =

fr(x) — fr(z) is such that |A| < 5. In this case we can compute:

(fr(@) —y)* = (fr(@) —y)?* = (fr(@)+ A~y (fr(x) —y)*
= 2A(f(x) —y) + A%

> —2|A|+ A?
1

2 S
m

6.3 Weak Learning, Multicalibration, and Boosting

We now turn from multicalibration to “Boosting”. Our analysis of multical-
ibration algorithms has used squared error as a potential function — so we
know that post-processing a model to make it multicalibrated does not harm
accuracy (as measured by squared error). But when must multicalibration
improve accuracy meaningfully? Can we find conditions on the class H with
respect to which we are multicalibrated such that multicalibration must imply
Bayes optimality? That is what we’ll do now.
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Definition 38 Fiz a distribution D € AZ and a class of functions H. Let
[*(x) = Eyopa)ly] denote the true conditional label expectation conditional
on x. We say that H satisfies the weak learner condition relative to D if for
every S C X with Pryp, [z € S] >0, if:

E () —y)?|lz € S]<min E c—y)lzes
LE (@ -yPlees) <min B fle—y)?les]

then there exists an h € H such that:

2 ; 2

JE @) —y)eeS)<min E_fe—y)?res]
First lets pause to interpret this condition and explain why it is “weak”. It is
helpful to recall that f*(x) is the Bayes optimal predictor for squared error
— it minimizes squared error over D over the set of all possible functions (we
proved this in Lemma ) The weak learning condition requires that for
every restriction of D to some subset S C X of its domain, if the Bayes optimal
predictor performs better than a constant predictor in terms of squared error,
then there must be some h € H that also performs better than a constant
predictor. This is a weak learning assumption because it might be that f*(z)
performs much better than a constant predictor, but that the best h € H
performs only a little bit better than a constant predictor on S — this situation
is still consistent with our assumption.

Nevertheless, we will show that the weak learning assumption is enough
(together with our Algorithm [19| for multicalibration with respect to real val-
ued functions H) to boost the weak learners in H to a strong learner f —
i.e. a model f that performs as well as the optimal model f* with respect to
squared error. In fact, the weak learning condition on H is both necessary and
sufficient for multicalibration of f with respect to H to imply Bayes optimality
of f. Our “boosting algorithm” will simply be our multicalibration algorithm!

First we define what we mean when we say that multicalibration with
respect to H implies Bayes optimality. Note that f*(x) is multicalibrated
with respect to any set of functions, so it is not enough to require that there
erist Bayes optimal functions f that are multicalibrated with respect to H.
Instead, we have to require that every function that is multicalibrated with
respect to H is Bayes optimal:

Definition 39 Fiz a distribution D € AZ. We say that multicalibration with
respect to H implies Bayes optimality over D if for every f : X — R that is
multicalibrated with respect to D and H, we have:

JE @ -wf = E (@) - )

Where f*(x) = Eyop)ly] is the function that has minimum squared error
over the set of all functions.

Theorem 31 Fiz a distribution D € AZ. Let H be a class of functions that is
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closed under affine transformation. Multicalibration with respect to H implies
Bayes optimality over D if and only if H satisfies the weak learner condition
relative to D.

Proof 56 To avoid measurability issues we assume that models f have a
countable range (which is true in particular whenever X is countable) — but
this assumption can be avoided with more care.

First we show that if H satisfies the weak learner condition relative to
D, then multicalibration with respect to H implies Bayes optimality over D.
Suppose not. Then there exists a function f that is multicalibrated with respect
to D and H, but is such that:

JE 6@ ->  E (@) - )]

By linearity of expectation we have:

Y Pr[f(z)=v]: E [(f(z)—y)* = (f () —y)?|f(z) =v] >0

VeRf) (z,y)~D

In particular there must be some v € R(f) with Pryp,[f(z) = v] > 0
such that:
E [(f(@)=9)?lf(@)=v]> E [(f(z) —y)|f(z) =]

(z,y)~D (z,y)~D
Let S = {xz: f(x) = v}. Since f is calibrated, we know that:

E v—y)lzr e S]] =min E c—y)?lzes
(Z,y)w[( y)°| 1] = min (w’y)w[( )7 1]

Thus by the weak learning assumption there must exist some h € H such that:
E[(v —y)* — (h(x) —y)*|lz € S] = E[(f(x) —y)* — (h(z) — y)*|f(z) =] > 0
By Lemma[6.1.5, there must therefore exist some h' € H such that:

E [0 (z)(y —v)|f(z) =v] >0
(z,y)~D

implying that f is not multicalibrated with respect to D and H, a contradiction.

In the reverse direction, we show that for any H that does not satisfy the
weak learning condition with respect to D, then multicalibration with respect
to H and D does not imply Bayes optimality over D. In particular, we exhibit
a function f such that f is multicalibrated with respect to H and D, but such
that:

g @ = w1 > el plF (@) = y)’]

Since H does not satisfy the weak learning assumption over D, there must
exist some set S C X with Pr[z € S| > 0 such that

* _ 2 : _ 2
JE 5 @-yflees)<mp E_[c-yPles
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but for every h € H.:

E hiz)—y)} |z € S]>min E c—y)lz el
JE (o)~ yflo e S)zmin B[yl

Let ¢(S) = E )~plylr € S]. We define f(x) as follows:

(@) ¢S
f(x)_{c(S) zes

We can calculate that:

R CGORY
= Pr lwes] E [e(S)-yf e+ Prologs] E [ () -y é S
> Pr lwes] E f@-ylres]t Pr @S] E (@) -y
= LE_ '@~

In other words, f is not Bayes optimal. So if we can demonstrate that f is
multicalibrated with respect to H and D we are done. Suppose otherwise. Then
there exists some h € H and some v € R(f) such that

(z,yl[;:~D[h(x)(y —v)|f(z) =v] >0

By Lemma[6.1.3, there exists some h' € H such that:
E [(W(z) = y)lf(x) =v] < E [(f(z) —y)*|f(z) =]

(z,y)~D (z,y)~D

We first observe that it must be that v = ¢(S). If this were not the case,
by definition of f we would have that:

E_[(W(2)=y)?f@@)=v]< E _[(f() = y)’|f(z) =]

(z,y)~D (z,y)~D

which would contradict the Bayes optimality of f*. Having established that
v = c(S) we can calculate:

E_[(W(2) = )*|f(z) = ()]

(z,y)~D
= (zf)rw[ﬂc €S| (I,END[W(@ —y)?lz € S+
=c "(z) — y)?|x T) =
(I’BFND[MZS,J”(I) = c(S)] (I’END[(h( ) —y) e €S, fx) = c(S)]
> P eS| E_[(W(x)-yPloes]+

Pr [z &5, f(z)=c(5)] & [(f(z) = y)*z & S, f(z) = c(5)]

(z,y)~D (z,y)~D
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where in the last inequality we have used the fact that by definition, f(x) =
f*(x) for allx & S, and so is pointwise Bayes optimal for all x & S.

Hence the only way we can have E(, . p[(h (z) — y)?|f(z) = ¢(9)] <
E(ep~pl(f(@) —y)*|f(z) = c(S)] is if:

LE W@ —yPflees)< E[e(S) -yl e

But this contradicts our assumption that H violates the weak learning condi-
tion on S, which completes the proof.

Theorem [31] characterizes when ezact multicalibration with respect to H
implies exact Bayes optimality and vice versa. But our algorithm only
converges to approximate multi-calibration over a set of functions H. What
can we say about its convergence to approximate Bayes optimality when H
satisfies the weak learning condition? To answer this question we’ll need a
quantitative version of our weak learning condition.

Definition 40 Fiz a distribution D € AZ and a class of functions H. Let
J*(x) = Eyup@)ly] denote the true conditional label expectation conditional
on x. We say that H satisfies the y-weak learner condition relative to D if for
every S C X with Pryp, [z € S] >0, if:

() —y)?lz eSS <min E [(c—y)?|lzeS]—
(W)ND[(f (z) —y)|lz € 5] rcrélél(w)w[(c y)ilz € Sl -~

then there exists an h € H such that:

2 . 2
JE @) —yPeeS] <min B fe—y)re S| -9

Definition [40] approaches Defininition 3§ as v — 0. It says that when the
Bayes optimal predictor improves over a constant predictor on set S by at
least some margin 7, then there is some h € H that does so as well. On the
one hand, it is weaker than Definition [38|in that it does not require anything
of H if the Bayes optimal predictor improves over a constant prediction by
less than . On the other hand, it is stronger, in that it requires that some
h € H improve over a constant predictor on H by margin v (rather than just
infinitesimally) whenever doing so is possible.

Since the ~-weak learning condition does not make any requirements on
H on sets for which f*(z) improves over a constant predictor by less than -,
the best we can hope to prove under this assumption is y-approximate Bayes
optimality, which is what we do next.

Theorem 32 Fiz any distribution D € AZ, any model f : X — [0,1],
any v > 0, any class of real valued functions H that satisfies the vy-weak
learner condition relative to D, and a squared error regression oracle Ay
for H. Let « = v and B = 1/v (or any pair such that /B = ~?). Then
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RegressionMulticalibrate(f, o, Ay, D, B) halts after at most T < 7% many it-
erations and outputs a model fr_1 such that fr_q is 2y-approximately Bayes

optimal over D:

WE U@ =yl < E (@) -y’ + 2y

where f*(x) = B y)~ply] is the function that minimizes squared error over
D.

Proof 57 At each round t before the algorithm halts, we have by construction

that erry < erry_1 — and since the squared error of fo is at most 1, and
< 2B _ 2

(e}

2B’

squared error is non-negative, we must have T 5
Now suppose the algorithm halts at round T and outputs fr_1. It must

5 .

be that errr > errp_y — l; Suppose also that fr_1 is not 2y-approximately
Bayes optimal:

E [(fr-1(z) —9)* = (f"(2) —9)’] > 2y

(z,y)~D

We can write this condition as:
> Prlfroa(e) = ol B [(fra(e)=) = @)=y fra(@) = o] > 2
vE[l/m] ’

Define the set:

S={vell/m]: ( @ND[(fol(x) =) = (f*(2) = 9)’|fr-1(2) =v] 2 7}

)

to denote the set of values v in the range of fr_1 such that conditional on
fr—1(x) = v, fr_1 is at least y-sub-optimal. Since we have both y € [0,1] and
fr—1(z) € [0,1], for every v we must have that E[(fr_1(z) —y)* — (f*(z) —
y)2|fr_1(x) = v] < 1. Therefore we can bound:

2y < Z Pr(froi(@) =] E [(fr-1(z) —y)* = (f*(2) = 9)*|fr-1(z) = v]

vell/m] (z,y)~D
Pr [xeS|+(1—- Pr [ze8
(:L’,y)ND[ I+ (:v:y)ND[ Iy

Solving we learn that:

2y -9
Pr [ze€S8]> > 2y —v=
(z,ww[ ] -y =7 777

Now observe that by the fact that H is assumed to satisfy the v-weak learn-
ing assumption with respect to D, at the final round T of the algorithm, for
every v € S we have that hI satisfies:

—y)? - Tx— 2T_137=U_
(wﬂ*)lw[(fT_l(x) y)” = (hy (@) —y)*|fr-1(z) =] 2 v
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Let errp = IE(Ly)ND[(fT(a:) —y)?] Therefore we have:

errr_1 — erry

Pr [fr_i(z)=v] E [(fr-i(z) —y)* = (hy(z) = y)’|fr-1(z) = 1]

ve[l/m] (:L’y)er (m,y)N'D
> Pr _1(x)€e S
> Pr lfra) €Sy
> 5

We recall that |errr — errp| < 1/m = 772 and so we can conclude that

2
g
errr—_1 — errp > 5

which contradicts the fact that the algorithm halted at round T, completing the
proof.
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Thus far we have restricted our attention to regression problems (in which the
label domain Y = R), and have focused on estimating distributional quantities
of conditional label distributions, like means and quantiles. In this chapter,
we introduce a much more general framework for uncertainty quantification
that reduces a very general uncertainty quantification problem to the problem
of one dimensional quantile estimation. As a result, we will be able to draw
on our development of powerful quantile estimation techniques to give an
analogously powerful set of results for a much more general problem.

7.1 Prediction Sets and Nonconformity Scores

Suppose we have a distribution D € AZ (although we will also consider the
sequential prediction setting in which there need not be any distribution). Our
goal is to be able to produce prediction sets as a function of observed features z
that are likely to contain the corresponding label y. More specifically, we want
to be able to find a function 7 : X — 2 mapping unlabelled examples z to
subsets of labels T (z) that have the property that the true label is contained
within 7 (x) with some specified level of confidence 1 — ¢:

Prlye T(z)]=1-9§
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FIGURE 7.1
Images = about which we might have uncertainty about their labels y.

We leave unspecified for now what distribution this probability is taken over,
because we will consider a spectrum of guarantees of increasing strength, mir-
roring our treatment of mean and quantile estimation. For example, we can
ask for marginal guarantees, group conditional guarantees, calibrated guar-
antees, or ask for guarantees that hold empirically on adversarially chosen
sequences. Prediction sets can take different forms: when we are facing a re-
gression problem () = R) is is natural (but not necessary) for a prediction
set to take the form of an interval: T (x) = [a,b] for some a < b € R. On the
other hand, for a multiclass classification problem (when Y is some unordered
discrete set), prediction sets correspond to subsets of labels — e.g. we might
have T (z) = {Blueberry Muffin, Chihuahua} for x representing images from
Figure

Prediction sets are a very attractive way to quantify uncertainty: their
size represents a quantitative degree of uncertainty. For example, if 7 (z) is a
singleton, this represents certainty at the specified 1 — § level in a particular
point prediction. But the contents of the set also provides insight into where
the uncertainty lies. For example in a classification problem, there might be a
high degree of uncertainty in the specific label, but a well crafted prediction
set might nevertheless tell us that our uncertainty is concentrated in a region
that corresponds to the same downstream action. Say, in a computer vision
setting, we might be unsure of the breed of dog in front of us—so 7 () contains
half a dozen different labels, corresponding to different breeds—but despite
this uncertainty in the specifics, this prediction set gives us a high degree of
confidence in what action to take—apply the breaks.

The main difficulty with thinking about producing prediction sets is that
they are very high dimensional objects: In a k-label multiclass classification
setting, there are 2% different prediction sets. The main idea in conformal pre-
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diction is to reduce these high dimensional prediction sets to one-dimensional
objects using a non-conformity score function s: X x Y — R.

7.1.1 Non-Conformity Scores

A “non-conformity score function” s(z,y) is typically built from some model h
for making point predictions. As a running example, lets imagine that we are in
the regression setting () = R) and we have solved a linear regression problem
to produce a model h : X — Y that makes point predictions. Intuitively, the
“non-conformity score” s(z,y) is supposed to communicate some measure by
which the label y differs from the prediction of the model h(z). The simplest
(often too simple) non-conformity score in this setting is:

s(x,y) = [h(z) — 9|

which simply measures the deviation of the label y from the point prediction
h(z).

Any non-conformity score function s can be used to parameterize a (now
one dimensional) family of prediction sets 75 : X x R — 2Y as follows:

Ts(z,7) =49 :s(z,9) <7}

The prediction set T (x,7) simply contains all labels § that would produce
nonconformity score at most 7 when paired with z: s(z,9) < 7. In the
case of our simple regression running example, this would simply correspond
to the interval centered at the point prediction h(z) that has width 27:
Ts(z,7) = [h(z) — 7, h(z) + 7]. Although simple, a clear disadvantage of this
non-conformity score is that for fixed 7, every prediction interval T (x, ) has
the same width — so for methods that use a fixed value of 7 — which roughly
speaking are those methods that promise only marginal coverage — the pre-
diction intervals do not give us any insight into which examples we have more
uncertainty about compared to others.

There are many other non-conformity scores that are in wide use. For
example, rather than training a regression model h that aims to predict the
mean of the conditional label distribution Dy (z) (as linear regression does),
we could train quantile regression models hs/2(z), hi_s/2(x) that try and
predict the §/2 and 1 — §/2 quantiles of the conditional label distribution
Dy (x) instead. Then a natural non-conformity score would be:

s(z,y) = max(hg/g(x) — Y,y — h1—6/2($>)

This score starts with the candidate interval that directly arises from the
quantile regression method [hs/2(x), hi—s/2(x)], and measures how far the la-
bel y is from the interval — taking a positive value when y falls outside of the
interval and a negative value when it falls inside. If the interval is correct, then
the 1 —§ quantile of the nonconformity score distribution will be 0 — picking
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threshold 7 = 0 will get the target marginal coverage. But if the interval in-
duced by the quantile regression method is not correct, then choosing different
thresholds 7 can systematically widen or shorten the prediction interval by 7
on each end: T;(x,7) = [hs/2(x) — T, h1_5/2(x) +7]. This non-conformity score
has the advantage that even for a fixed value of 7, the prediction intervals
Ts(x,7) can have very different widths, depending on the predictions of the
models hs/2(z) and hy_s/o().

What about for multi-class classification problems, in which Dy(z) is a
discrete distribution over k possible labels? To build intuition, suppose we
were given the true conditional distribution over labels given x: For each
label § € [k], p;(9) = Prly = glz]. Let mp- be the permutation on labels
that puts them in decreasing sorted order by their underlying probability: so
P (mp (1)) = pr(mpx(2)) > ... = pi(mpx (k). How would we find the smallest
prediction set that contains the true label with probability at least 1 — 67
We would greedily start adding labels to our prediction set in order of their
probabilities (highest probability to lowest) until the cumulative probability
of the labels in our prediction set exceeded 1—4§. To say this more formally, for
each t € [k], let C(t,pk) = Z§=1 Py (mp= (7)) denote the cumulative probability
of the top t labels in likelihood sorted order. We would choose the prediction
set:

T(x) ={§: C(m: (9),p};) <1—6}

Now suppose we have a method that gives us a score function p, : Y —
[0, 1] for each example z. We might hope that p, is the true probability dis-
tribution over labels, but we have no strong reason to believe that it is. For
example, p, might be the softmax outputs of the final layer of a neural net-
work. We can nevertheless define the same quantities with respect to p,: m,,
is the permutation that places the labels in descending order according to
Pzt Pu(mp, (1)) > ... > pyp(mp, (k)), and C(t,p,) = Zlepx(ﬂpw(i)) denotes
the cumulative “probability” of the top ¢ labels according to p,. We can then
define a non-conformity score:

s(z,y) = C(m,  (y), pa)

In the event that p, really is the true conditional label distribution
conditional on zx, then using this non-conformity score, the prediction sets
Te(z,7) = {3 : C(m, (), p) < 7} are the minimum size prediction sets with
coverage probability 7 — and even if they are not, there exists some 7 that
leads to coverage with the target coverage probability.

There are plenty of other non-conformity scores that one could consider.
But for the rest of this chapter, we won’t worry about what the non-conformity
score is — the techniques we discuss will work for any choice of nonconformity
score.
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7.2 A Weak Guarantee: Marginal Coverage in Expecta-
tion

In this section we will consider the problem of using a sample of data D ~ D™
(that we will call a calibration set) to produce prediction sets T (x) that obtain
the following coverage guarantee on new samples (x,y) ~ D that are not
contained in D.

1
1-6< Pr eT(@))<1-04+—
- D~D",(x,y)~D[y @) < * n+1
This is a marginal coverage guarantee because the probability is over x as
well as y, and is unconditioned. We call it a marginal guarantee in expectation
because the probability is also taken over the calibration set D, and so could
be expressed as:

1
1-6< E Pr eT(x)]| <1-64+4 —
~ D~Dn (z,y)ND[y @)} = n+1
This is in contrast to theorems we will see later that have high probability
guarantees over the randomness of the calibration set D. Nevertheless, this
guarantee is very simple to obtain, and has a very mild (inverse linear) de-
pendence on n which makes it attractive.

Algorithm 20 SplitConformal(D, s, )
Let 7 be the smallest value such that:

i.e. 7 is an empirical (1=t

Output the function:

quantile of D.

The algorithm is simple, and given in Algorithm 20} Informally, it takes as
input a calibration dataset D (of any size), a non-conformity score s (which
must be defined independently of the calibration dataset D), and a target
miscoverage rate d. It computes a threshold 7 that comes as close as possible to
being an empirical (1 — d)-quantile of the set of non-conformity scores induced
by S on D (up to a bias correction term of roughly 1) and then outputs
the function T (z) = T, (z, 7) that uses the fixed threshold 7 for every example
x. As we have done previously in our discussion of quantile estimation, we will

assume that the distribution on which we want to compute quantiles (which in
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this case is the induced distribution on non-conformity scores) is continuous,
which simplifies things. Recall that we can always enforce this assumption by
adding arbitrarily small amounts of noise from any continuous distribution to
the non-conformity scores.

Theorem 33 Fiz any distribution D € AZ, any 0 < 6 < 1 and any
non-conformity score s : Z — R. Assume the induced distribution on non-
conformity scores s(x,y) for (x,y) ~ D is continuous. Let D ~ D™ be a
dataset of n points sampled i.i.d. from D. Then for the function Tp(x) output
by SplitConformal(D, s,8) (Algorithm[20) we have that:

1
1-6< E P <l1—-6+——
~ D~Dn (x,y)Ir.wD[y € To@)]| = + n+1

In fact, the only property we will use about the distribution from which D and
(z,y) are jointly drawn is that it is exchangable, which means permutation
invariant — we will not need the stronger property that the points are drawn
iid.

Proof 58 (Proof of Theorem Because we have assumed that the non-
conformity score distribution on s(x,y) is continuous, with probability 1, there
are no ties amongst the non-conformity scores in D — i.e. for all i # 7,
s(xi,yi) # s(z;,y;). Renumber the datapoints in D in increasing order of their
nonconformity scores — i.e. such that s(z1,y1) < s(x2,y2) < ... < $(Tpn,Yn)-
Let i* be the unique index such that s(xi«,y;») =71.i* = [(1 = §)(n+1)].

Imagine the dataset D' = D U (x,y) containing n + 1 elements. Consider
the event y € Tp(x). This occurs exactly when s(x,y) < T, which is exactly
the event that the pair (z,y) occurs before the pair (x;+,y;+) when we sort the
n + 1 points in D' by their non-conformity scores. But since all of the points
in D" are exchangable, by symmetry it must be that point (z,y) will have rank
that is uniformly random in {1,2,...,n+ 1} when put in sorted order within
D’. Thus the event that y € Tp(x) is the event that (z,y) has rank that is less
than i*, which is:

-5k

]

Sl WeTol)] =
_ [0+ )]
n+1
(1-9)(n+1)
n+1

= (1-9)
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We can similarly calculate:

D,I(D'rI:y)[y € TD (37)} - n+1
A=)+
n+1
. =9+ +1
- n+1
1
= (1-0)+—

which completes the proof.

7.3 Dataset Conditional Bounds

The first way in which we might strengthen Theorem is to give a bound
that holds with high probability over the draw of D ~ D™ rather than only in
expectation. To do this, all we need to do is find a high probability estimate
for the 1 — § quantile of the non-conformity score distribution, which is a
problem that we already solved in Chapter [2]

Algorithm 21 HighProbabilitySplitConformal(D, s, d, )
Let 7 be the smallest value such that:

%Zl[s(xi,yi) <7]>01-6+ W

Theorem 34 Fiz any distribution D € AZ, any 0 < 6 < 1 and any
non-conformity score s : Z — R. Assume the induced distribution on non-
conformity scores s(xz,y) for (z,y) ~ D is continuous. Let D ~ D" be a
dataset of n points sampled i.i.d. from D. Then for the function Tp(z) out-
put by SplitConformal(D, s, d,7) (Algom'thm@) we have that with probability
1 —~ over the draw of D ~ D":

1-6< Pr [yeTp(x)<1-6+2 M—i—l
(w,y)~D 2n n
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Proof 59 By construction, T is an empirical q-quantile for the empirical dis-
tribution of scores s(x,y) over D for:

1=ty <y < gy [ESCTD 1

From Theorem@ we have that with probability 1 — v, T is therefore a ¢
quantile for the distribution of scores s(x,y) over D for:

log(2 log(2
. 0g(2/7) <d<aq+ 0g(2/7)
2n 2n

Combining these two bounds, we have that with probability 1 — v, T is a ¢
quantile for D such that:

log(2/7) 1
1-0)<q¢d <(1-0)+24—">+—
(1-0)<qd <(1-0)+ oy T
Since y € Tp(x) exactly when s(z,y) < 7, we have that Prly € Tp(z)] = ¢,
which completes the proof.

7.4 Dataset and Group Conditional Bounds

We can also ask for stronger than marginal guarantees. For example, given
an arbitrary collection of groups G C 2%, we can ask for group conditional
coverage. That is, we can ask for prediction sets Tp(x) that have the property
that for every g € G:

(mfﬂp[y € To(z)|g(z) =1 =1-4.

To obtain a guarantee like this, it will no longer be sufficient to param-
eterize Tp(x) with a single threshold 7: instead we will parameterize Tg(ac)
with a function f: X — [0, 1]:

Th(x) = {9 s(z,9) < f(2)}.

So: Tp(z) will have group conditional coverage guarantees if and only if
f(x) has group conditional quantile marginal consistency guarantees. We know
how to do this using Algorithm We can apply it here:
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Algorithm 22 GroupSplitConformal(D, s, G, d,v, p,o,n)
Let g=1-09.
Let A\* be a solution to the optimization problem:

Minimize, E P@(f@:ALs@am)]+nHMh

(I,y)wD
Such that:
)= A gl@)
g€eg

Output the function:

TEE @) = {9+ s(x,9) < f(a: A))

Theorem 35 Fiz any 7v,d,n > 0. Let G be any collection of groups. Let
D ~ D™ consist of n samples (x,y) from a distribution D that is p-Lipschitz
and o-anti-Lipschitz. Then with probability 1 — v over the draw of D ~ D",
the function Tg(x) output by GroupSplitConformal(D,s,G,d,v,p,0,n)) (Al-
gom’thm@) satisfies for any group g that has mass p(g) > «:

i < b o s [
: ’ \/Eg(z,BND[yETD( )‘g() 1}§1 (S_A'_\/E

a < +8p| —+1
o n 2n

for:

Choosing n to minimize this expression gives:

e ln(%>+\g|ln(n)

<
a<O0 NG -

Proof 60 By Theorem with probability 1—, the function f(x; \*) satisfies
a-approximate group conditional marginal quantile consistency on D on the
set of groups g € G with u(g) > « and target quantile g =1—§ for:

Mmp <7l7+1> In (%)+|g|ln(1+2\/ﬁ)

a< —+8p
o 2n

This means that for every group g € G with u(g) > a:

(67

A Malz) = 11 — (1 — 5072
(Prls(z,y) < f(z;A)[g(z) = 1] - (1 &)Sum
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or equivalently:

(1-9)- \/E < Prfs(e,y) < Sz A)lg(@) =1 < (A= 0) + [

The result then follows the fact thaty € 7'[]; () exactly when s(z,y) < f(x; \*).

7.5 Multivalid Bounds

In moving to Jgroup conditional coverage, we have started defining our pre-
diction sets 77 (z) not with a single threshold 7, but instead with a function
f(x) that maps each example to a potentially different threshold. In doing
so, we have created the possibility that our coverage guarantees are no longer
threshold calibrated — i.e. that conditional on the threshold f(x) that we
choose, our coverage guarantees may now fail to hold. In fact, without thresh-
old calibration, it is possible to abuse the model and obtain group conditional
coverage without providing any useful information about the data at all. Con-
sider the randomized predictor which predicts the empty prediction set (and
hence definitely fails to cover the label) with probability ¢ and predicts the full
prediction set (and hence definitely covers the label) with probability 1 — 4.
This predictor has 1 — § marginal coverage not just overall, but conditional
on membership in each group! And yet it is defined independently of the
data, and so provides no useful insight. But observe that this predictor would
badly fail a threshold calibration test. Conditional on the chosen threshold,
the coverage rate is either 0 or 1, in either case bounded away from the target
1-9.

To correct for this, we can ask for coverage guarantees that hold conditional
on both group membership and the value of the chosen threshold, which are
called multivalid coverage guarantees. Specifically, we want that for each g € G
and for each v € R(f):

Py € TH@lg(r) =1, f(x) =] =19

Once again, we see that Tg will satisfy multivalid coverage guarantees if
and only if f satisfies quantile multicalibration for target quantile ¢ = 1 — 6.
And once again, we know how to find such an f — use Algorithm [I6]



Conformal Prediction 117

Algorithm 23 MultivalidSplitConformal(D, s, G, d, &, v, p)

Letmz%,q:l—é.
Let fo(x) =0 for all x and ¢t = 0.
while f; is not a-approximately quantile multicalibrated with respect to G
and ¢: do
Let:

2
(vi,9¢)) € argmax  Pr [fy(z) =v,g(z) = 1] <q = Pr [y <v[fi(z) =v,g(z) = 1]))
(v,9)€R(f:)xG (®:y)~D (z,y)~D

oy =argmin| Pr [y <wvl|fi(z) = v, ge(x) = 1] — ¢| and v; = Round(y;m)

v (z,y)r\/

Let fi11 = h(x; fr,ve = vp,g¢) and t =t + 1.
Output the function:

T (@) = {§: s(z,9) < fulz)}

Theorem 36 Fiz any v,6,a > 0. Let G be any collection of groups. Let
D ~ D™ consist of n samples (x,y) drawn from a distribution D that is p-
Lipschitz. With probability 1 — v over the draw of D ~ D™, the function T[];
output by MultivalidSplitConformal(D, s,G, 0, a, 7, p) satisfies for every group
g € G and threshold v € R(f):

_5— o . 7o) — o
0 \/Pr(x,y)ND[g(fE)l,f(l‘)v] S(z,lyj)wza[yETIf’( Ng(@) =1, f(z) =] <

L-0+ \/ Pr(,plyg(@) = 1, f(z) = 0]

o2

N Ll U )
a =«

2an

Choosing « to optimize the bound, we get:

/)3 In (P4(|sg\) 1/5

n

o €0

Proof 61 By Theorem[28, we have that with probability 1 — -, the final func-
tion f; satisfies o -approrimate quantile multicalibration for target quantile
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1 -9, groups G, and:

302 (In(451) + Tin( 1))

a2

o <a+42

2am

This means that for every group g € G and v € R(f;):

(z,y)~D (z,y)~D

Pr [ft<x>v|g<a:>11( Py [s(w)gft(zng(x)Lft(x)v](la))

< Qa(fr,9) < Wg)

Dividing through and taking the square root we obtain:

O(/

Pr,y~plg(z) =1, fi(z) = 0]

(z,y)~D

Pr[s(z,y) < fi(z)lg(z) =1, fi(z) = v] = (1 = 5)‘ < \/

The theorem then follows since y € Tgt () exactly when s(z,y) < fi(z).

7.6 Sequential Conformal Prediction

So far we have considered the problem of conformal prediction in the batch
setting, in which we have a dataset of labelled examples D that we can use to
train a model that defines a prediction set function 7 : X — 2% that we can
later deploy to produce prediction sets 7 (x). A major advantage of this kind
of approach is that we do not need to observe labels at test time, but a major
disadvantage is that we need to make strong assumptions about the test time
distribution — generally that it is identical to the training distribution, and
that it is distributed independently — or is at least exchangable.

In this section we apply the techniques we have developed to the sequen-
tial conformal prediction problem, which can be described as the following
interaction between a learner and an adversary. In rounds ¢t € {1,...,T}

1. The adversary chooses a feature vector z; € X and a distribution
over labels y; € V.
2. The learner produces a prediction set Tr<t ().
3. The learner observes the realized label y;.
This interaction generates a transcript 7 = {(z1, Tr<1(z1),¥1), - - -, (@1, Te<r (1), Y1) }-
The learner is an algorithm mapping transcript prefixes 7<! and feature vec-

tors x; to prediction sets Tr<t(z;), adn the adversary is a mapping from tran-
script prefixes 7<! to pairs of feature vectors and label distributions X x AY.
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The adversary may be arbitrary, or we may impose restrictions on the label
distributions that she chooses.

The prediction sets we study will continue to be based on non-conformity
score functions s — but since we no longer require exchangability, we will
also allow the non-conformity score function s; to potentially change at every
round. So, for example, if our non-conformity score function is based on a
model f, we can use a model f; that is retrained on all of the examples
seen so far, at each round — something that breaks the exchangability of the
non-conformity scores of past and future data by introducing a dependence
between the past data and the non-conformity score.

7.6.1 Sequential Marginal Coverage Guarantees

We can derive algorithms for adversarial sequential conformal prediction from
our algorithms for online sequential quantile prediction. For example, we can
use Algorithm [2| (which promises marginal quantile consistency against an
adversary) to obtain a sequential conformal prediction algorithm with a cor-
responding marginal coverage guarantee against an adversary. To talk about
coverage rates in the sequential setting, we write Pr(y, 7;(z,),y,)~x -] to denote
the uniformly random selection of a record (xy, T;(x+), y¢) from a transcript of
T records m = {(x¢, Ty(x4), ye) ey

Algorithm 24 Adversarial-Marginal-Conformal-Predictor(d,n, T')
Letqzl—é—i—l:—Tnandpl:O
fort=1toT do

Obtain non-conformity score s; and observe x;.
Predict

Te(x) = {9 : se(20,9) < pi}

Observe y;.
Let pir1 = pe +n(q — Lse(ze, y1) < pi)

Theorem 37 Fix any 6,n > 0. Paired with any adversary, Adversarial-
Marginal-Conformal-Predictor(d, n) (Algom'thm produces a transcript such

that:

1
(1-90)< Pr [yteﬂ(zt)]§175+2%

(e, Te(xe)ye )~

Proof 62 This is an application of Algorithm[4 Thus we can apply Theorem
[6 to conclude that the sequence of thresholds p: produced satisfy a-approzimate
marginal quantile consistency with respect to target quantile ¢ and the sequence
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of non-conformity scores s(xy,y;) for a < 1:—73’ This means that:

14+n 1

. Sf 1+7n
n

1 < < p——_
; [se(xe,ye) <o) < g+ T

Plugging in our definition of q and noting that y; € T¢(x:) exactly when
st(xe,ye) < pr completes the proof.

7.6.2 Sequential Multivalid Guarantees

We can similarly ask for multivalid coverage guarantees in the sequential set-
ting — i.e. coverage guarantees that remain valid conditional on both the
predicted threshold p; and on group membership. To do this, we apply Algo-
rithm [18] our algorithm for obtaining quantile multicalibrated predictions in
the sequential setting.
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Algorithm 25 Online-Multivalid-Conformal-Predictor(G, m, r, 7, d)
Let g =1-9.
fort=1to T do
Obtain non-conformity score s; and observe z; and compute

Ciy(z)= > expnVi}) —exp(—nVZ))
9€G (x1t)

for all i € [m], with V;?" defined as:

Vo= > (Uselwe,ye) < pel — )
LeS(n<t=1,g,i)

if Cj*(x;) <0 then

Select p;y = 1.

else if C} ;(x;) > 0 then
Select p; = 0.

else

Select i* € [n] such that such that C& | (x;) - Ci T1(z,) <O0.
Compute p € [0, 1] such that:

p-Ci_y(w) + (1 —p) - C{ M () =0

Select p; = ZE — % with probability p and select p; = ZE with proba-
bility 1 — p.
Predict:
Te(xe) = {9 : se(2e,9) < pe}
Observe y;

Let m<tTt = <t o (x4, ps, Y1)

Theorem 38 Fiz any set of groups G, m,r > 0 and ¢ € [0,1]. Let

n = \/% < 1. Fix § > 0 Fiz any adversary who is constrained for
each t to playing label distributions such that the induced distribution on
non-conformity scores sy(xy,yr) is p-Lipschitz, which together with Online-
Multivalid-Conformal-Predictor(G,m,r,n,0) (Algorithm @) fizes a distribu-
tion on transcripts w. We have that with probability 1 —~ over the randomness
of m, for every group g € G and every bucket i € [m)]:

e

Pr [y € T(@:)lpe € Bu(i), g(2) = 1] < 16—

1-0—F= < -
P (9:8) 7 (e, T(@e),ye) o pr (g, %)
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where

<(g,1) = Pr € Bp(i),g9(xy) =1
palgyi) = Pr e (), g(2¢) = 1]

and

Proof 63 We can apply Theorem[29 to conclude that the sequence of thresh-
olds py is (a, m)-approximately quantile multicalibrated with probability 1 — -+,
for target quantile g = 1—46. Translating this guarantee into our notation, this
means that for all buckets i € [m] and groups g € G:

IU/ﬂ'(g7i) g = Pr []l[st(xt’yt) < pt|pt € Bm(i)vg(x) = 1] fa

(e, Te(x),yt )~

The theorem then follows, since si(xt,yr) < pr exactly when y € Te(xt).
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Thus far we have studied prediction in two very different models:

1. Inthe batch or distributional setting we assume that we have sample
access to a distribution D which we can use to train a model, that
we can then deploy; it has guarantees on new data drawn from the
same distribution.

2. In the sequential adversarial setting we assume data arrives sequen-
tially and can be worst-case/generated by an adversary. But in order
to make progress we assume that we learn the true label after each
prediction.

But what if we want the best of both worlds — to be able to train a model
on data drawn from some distribution D, but then deploy it without test time
labels on new data drawn from some other process, and still have guarantees
about our predictions?

Of course this is impossible in general, but we can say something about it
if we make assumptions about how the data distribution might shift. Suppose
that we get training data from some source distribution D*, and then evaluate
our model on a test distribution D!. Can we give guarantees if we assume
something about how D* and D! relate to one another?

8.1 Likelihood Ratio Reweighting

Our goal is to learn to make predictions about labels y from examples z. If
we are going to learn about the relationship between z and y on D?® and then

123
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hope to do well on D?, then this relationship had better be similar on both
distributions — in this chapter we will assume that it is the same.

Definition 41 Two distributions D%, Dt € AZ are said to have the same
conditional label distributions if for every x € X, D3,(z) = Dy (x). In other

words the distributions differ only in their marginal distributions on features
D% and D,.

So, two distributions that have the same conditional label distributions
differ in the relative frequency with which different feature vectors = appear,
but agree on how labels are distributed conditional on features — so there is
some fixed “truth” that we can hope to learn.

Definition 42 (Likelihood Ratios) For each z € X let p*(z) = Prps,[z]
and let pt(z) = Prpe [2] denote the probabilty mass/density that the feature
distributions D5, and DY, respectively put on x. The s — t likelihood ratio for
a point x 18:

p'(z)

p*(z)

Ws—t (I) =

Remark 8.1.1 Observe that:

1 p(x) w2
@) P @

s — t likelihood ratios are useful because they allow us to relate expecta-
tions taken over D* to expectations taken over DI.

Lemma 8.1.1 Suppose D* and D! have the same conditional label distri-
bution D5 (x) = Dy(x) = Dy(x). Fix any S S X. For any function
F:X x)Y — R, we have:

Pr [xre€S] E |w z)F(z,y)lre S = Pr [zeS E [F(z,y)|lzes
JPt @eS] B [uu@) F@ylkes)= Pr eS| E_(Fayles

Proof 64 For simplicity assume the distribution over X is discrete (otherwise
repeat the derivation below with sums replaced by integrals). We have:

Pr [z€8S] E [wso(z) F(z,y)lx eS|

(z,y)~Ds (z,y)~Ds
= Y p'@) wesa(z): E [F(z,y)]
ies y~Dy(z)
¢
s P(@)
= x . E F x,
S PG P
= ). E [F(x,
S, £ (P

= Pr [z€S§ E [F(z,y)|lxesS
(z’y)wt[ ](z’y)wt[ (z,9)| ]
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Of course, even if we are explicitly given samples from D* and D!, we
will not generally know the likelihood ratios ws_¢(z). A common approach
is to attempt to learn a function h from some class H that approximates
them well. Since they are a function only of z, this can be done using only
unlabelled examples from DY.. Suppose we attempt to approximate ws—¢(x)
using a function h. How should we evaluate our approximation error?

Definition 43 Suppose D* and D have the same conditional label distribu-
tion. For a function h : X — R, we write:

elhwy) = E (1) = wyi(@)]

Similarly, for any subset S C X of the feature space, we write:
e(hwss,S) = E [Ih(e) ~ wes(a)| |z € 8]

Remark 8.1.2 Observe that by the law of total probability, for any collection
of sets {S1,...,Sk} that partition X, we have that:

k

Pr [z € Sile(h,ws—y, Si) = e(h, we—y)
= (@y)~De

The next lemma shows that if we can estimate wg_,; closely in total vari-
ation distance (as measured in expectation over the source distribution D?),

then we can closely approximate expectations over D!.

Lemma 8.1.2 Suppose D° and D' have the same conditional label distribu-
tion. Fiz any S C X. For any function F : X x Y — R, and any function
h:X — R, we have:

Pr [x€eS] E [h(x) - F(z,y)lreS— Pr [xze€S E [F(zy)lzesl]

(z,y)~D* (z,y)~D* (z,y)~D? (z,y)~D?
< Pr [ze€f] max |F(z,y)|-e(h,ws—y, S
< (m,y)ws[ ] (W)EZI (@,9)] - e(h, wse, 5)
Proof 65 we know from Lemma that we can write:
Pr [ze€8 E [F(x,y)lxeS= Pr [z€8§ E [|wsoi(x)Flx,y)lresS
<x,y)~1>t[ ](m’y)NDt[ (2,9)| ] (m’y)NDS[ ](z,y)ws[ —t(@)-F(2,y)] ]

So, we can calculate:

(z,y)~D* (z,y)~D* (z,y)~D* (z,y)~D?

Pr [x€S] E [h(z) -F(z,y)lzreS]— Pr [zeS] E [F(m,y)|x65]‘

Pr [xe€eS] E [hx) Flx,y)|lreS)— Pr [z€8S E [wss(z)F(z,y)|ze S]‘

(@,y)~D* (w,y)~Ds (@,y)~D* (w,y)~Ds
= Pr [ze€S E [F(x,y): (h(z) —ws_i(x))|zr e s

(W)NDS[ ] (W)NDS[ (@,y) - (h(x) — ws—e(2))] ]
< Pr [ze€ 5] max |F(x, E h(x) —ws_(x reSs
< Pr leeS] max [Py E_[(h) = wis(z)] |2 €S

Pr [zxe€S]- max |F(x,y)|-e(h,ws_¢, S
LBt e s) max [Py el S)
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8.2 Multicalibration under Distribution Shift

We’ll now study how multi-calibration guarantees change under distribution
shift, and how the relationship between the class of functions H we are multi-
calibrated with respect to interacts with the likelihood ratios ws_;(x) defined
by the shift. It will be more convenient for us to work with an #; notion of
multicalibration (compared to the ¢5 notion we gave in Definition

Definition 44 (L; Multicalibration For Real Valued Functions) Fiza
distribution D € AZ and a model f : X — [0,1]. Let H be an arbitrary col-
lection of real valued functions h : X — R. We say that f is a-approzimately
Ly -multicalibrated with respect to D and H if for every h € H.:

<«

E W)y —v)lf(x) =]

(z,y)~D

Kl(f7h7D) = Z

vER(S)

[f(z) =]

r
(z,y)~D
We say that f is a-approzimately Li-multicalibrated with respect to D if:

<«

E [(y—v)lf(z)=1]

(z,y)~D

Ki(fD)= > Pr [f(x)=1]
vER(f) v

Recall that we know from Lemma that K (f,h,D) < \/Ka(f,h,D).

Thus, we can use algorithm— which guarantees that Ky(f, h,D) < o’ for

all h € H — to obtain a-approximate L; multicalibration by setting o/ = a2.

Theorem 39 Suppose D¥ and D! have the same conditional label distribu-
tion, and suppose f is a-approrimately L,-multicalibrated with respect to D?
and H. Then f is also a-approzimately Ly-multicalibrated with respect to D
and Hs—¢ where:

h(z)

Ws—st ()

Hoye = {  h(z) € 7—[}

Proof 66 Since f is a-approximately L,-multicalibrated with respect to D?
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and H, we have that for every h € H:
a > K (.fv ha DS)
= > P lf@)=v]

vER(S) z,y)~D* (z,y)~Ds
= v;(jf) SR @ =0 E @)y - v)lf () =]
= _ h(x) B B
— vg?;f) (%yf))ivs[f(x) = v] (WI)ENDS {wﬁt(x) - (w(y v)) |flz) = U]
h

h
K (f,wtypt)
S—r

Here the second to last equality follows from applying Lemma to each
term:

h(zx)
Ws— ()

Pr [f(@)=v] E [wsﬁt(az)-(

(z,y)~Ds (z,y)~

(=) 1) =

using S = {x : f(z) = v} and F(z,y) = 22 _(y — v).

)

Corollary 8.2.1 Suppose D* and D' have the same conditional label distri-
bution, and suppose f is a-approrimately Li-multicalibrated with respect to
D¢ and H. Then if ws s € H, f has at most o Ly-calibration error on D:

Kl(f, Dt) S «

Proof 67 We apply Theorem . Since by assumption ws_(x) € H, we can
choose h = ws_y¢ and find that:

0 > K (f, h ,Dt>

Ws—st

= r T)="v 7h($) —v T)="v
B vg{%f) (%y)NDt[f( ) ](x,yI)ENDt |:ws—>t(x) < )1 (@) }
= X P U@=d| E_l-vlf@ =1

ver(f) Y Y
= Kl(.ﬁpt)

Similarly, if we are approximately multicalibrated on D® with respect to a
class H that contains a function A that is close in total variation distance to
Ws_s; on D, then we remain approximately calibrated on D?.
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Lemma 8.2.1 Suppose D* and D! have the same conditional label distribu-
tion, and suppose f : X — [0,1] is a-approximately L,-multicalibrated with
respect to D and H. Then f has Li- calibration error on D' at most:

t < M
Kl(faD ) S o+ hmeg_[le(hvwsﬂt)

Proof 68 Let h* = argmin,cy e(h,ws—¢). Since f is a-approvimately Ly
multicalibrated with respect to D° and H we have:

a > Kl(fvh*7Ds)
Pr[f(x)=v] E _[b"(z)(y —v)|f(z)= "]

veR(f) (z,y)~Ds (z,y)~D*
> Pr [f(z)=v] E _[(y—v)lf(z)="1]
o) (z,y)~D (z,y)~D
= > Pl = el we (x: f(@) = v))
ver() Y

= Kl(f7 Dt) 76(h*7w5—>t)
where the inequality follows from Lemma[8.1.9 applied to each term:
Pr[f(z)=v] E _[(y—v)|f(x)="1]

(z,y)~D* (z,y)~D*
choosing S, = {z : f(z) = v}, F(z,y) = (y — v), and the fact that since
y,v € [0,1], max, |y —v| < 1. The final line follows from the observation that
the collection {Sy }ver(ys) forms a partition of X

8.3 Why Calibration Under Distribution Shift is Useful

On our training distribution we generally have samples of labeled data (z,y) ~
D?, and so we can empirically evaluate various quantities of interest. When it
comes time to deploy a model, we may have unlabelled examples z ~ DY, from
the target distribution, but we may not have labelled examples. But if f is
calibrated on D¢, then there are certain things we can do with only unlabelled
examples.

One very simple thing we can do is estimate the average value of the label.

Lemma 8.3.1 Suppose f satisfies a-approzimate Ly calibration on Dt:
Ki(f, D) < a. Then:

E [f(2)]

— <
x~DY, (z,y)~Dt [y] =@
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Proof 69 FEzpanding the definition of K1 we can write:
a 2> Kl (fa Dt)

- 3 Pr[f(2) =1

B [(y—v)lf(x) =]

veR(f) z~DY, (z,y)~D
= Y | Pl = E_lf@) =t~ Pr [f@) =
veRU) x~D?, (z,y)~D? x~D?,

Y

> ([P U@ =ul 5Bl =i~ Py i) = ilo)

x~D? z,y)~D? x~D?
veR(f) \TTx (@) T

- E
= B, )

If our label space is binary ) = {0, 1}, then we can go beyond this, and
estimate the cost of acting on any policy depending on the predictions of f.

Definition 45 Fiz an action space A and a model f : X — [0,1]. A policy
of [ is any mapping p : [0,1] — A that chooses an action p(f(x)) € A as a
function of the prediction f(x).

We can evaluate the cost of a policy using a loss function:

Definition 46 Fizing an action space A, a loss function £ : A x {0,1} - R
maps action/label pairs to a real valued loss. Given a distribution D and a
predictor f : X — [0, 1], the expected cost of a policy p is:

Up, /D)= E [p(f(z)),y)]
(z,y)~D

We can estimate the cost of any policy p if we have sample access to D
— but this requires samples both of x (to compute p(f(z))) and y (to plug
into the second argument of £(-,-)). What if we only have sample access to
unlabelled examples from Dy ? Recall that f(z) purports to estimate Ep,, () [y]
— i.e. the probability that y = 1 conditional on z. So we can attempt to
estimate ¢(p, f, D) taking this as a given, using only unlabelled examples:

Definition 47 Given an action space A, a loss function £ : A x)Y — R, a
policy p, a predictor f : X — R, and a feature distribution Dy, the f-estimated
cost of p is:

Up, f.Dx) = E [f@)l(p(f(2)),1) + (1 = f(@))(p(f(x)),0)]

INDX

Observe that for the Bayes optimal predictor — f*(z) = Ep)[y] —

that the f*-estimated cost of p: (p, f*, Dx) is equal to its true expected cost:
g(p’ f*7 D)'

We now show that the same is true if f is not Bayes optimal, but merely
calibrated.
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Theorem 40 Fiz an action space A, a loss function £ : A x {0,1} - R, a
policy p, a distribution D, and a predictor f : X — R, and a distribution D.
Let:
C = max (¢(a,0) + ¢(a, 1))
acA

If f is a-approzimately Ly -calibrated with respect to D, then:
E(pvap) _E(pu.ﬂp?()) < C- «a
Proof 70 Let:

ky:= Pr [f(z)=v]-

z~Dx

LE Blf@) =] -

Since f satisfies a-approrimate Ly calibration with respect to D, we know that:
Kl(faD) = Z kv <a
vER(f)

We can now calculate:

£(p, f,D)
= E [lp(f(x)),y)]

(z,y)~D
= 2 L U@=d B @)l =)
- 3 - (to00:1)  Pr v =117) =]+ Kp(0).0)_Pr_fy=017() = ]
= l;m 1) %_ S i@ =v] B lylf@) =0+
a0 ;_ P @) == B lylf@) =)
< Zé(a,l) Z (xfgx[f(x)zv]v—kkq,)—&-
acA vip(v)=a
S0 X (r 0 =dda-0+)
acA vip(v)=a
= > L Pr [f(0) = ol (0l(p(v), 1) + (L= 0)E(p(0).0) + Y ku(llp(v), 1) + L(p(v).0))
veRr(f) vER(S)
= Up, £, Dx)+ Y ku(t(p(v),1) + £(p(v), 0))
veR(f)

S g<p>f7DX)+Ca

The other direction is identical.
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A simple example of a policy and loss function arises in binary classifica-
tion. Here, Y = {0,1} and A = {0, 1}: our goal is for each example z observed,
to predict the true label by selecting @ € A such that a = y. The 0/1 loss
function defined as £°/*(a,y) = 1[a # y] measures the frequency with which
a given policy makes prediction mistakes.

For any calibrated predictor f (including the true conditional label expec-
tation f = f* = E,p,, () [y]), the following policy minimizes 0/1 loss among
all policies defined as a function of f:

p*(v) = {1 v

0 v<

N[ D=

Lemma 8.3.2 Fiz any distribution D and any predictor f : X — [0,1] such
that K1(f,D) < a. Consider the policy p* defined above. For any other policy
p:10,1] — {0,1}, we have:

O p*, £, D) <% (p, f,D) + 2

Proof 71 Using Theorem [[0, the fact that f satisfies a-approzimate Ly -
calibration, and the fact that for all y €°/1(0,y) + /1 (1,y) = 1, we can
calculate:
Op, £, D) > ' (p,f,Dx) -«

= S Pr @) = o] (v O (o), 1) + (1 - )% (p(v), 0)) — a

Y

> Pr [f(@) = o] (v 40 (p" (0), 1) + (1= ) (p7(v), 0)) —

= 6071(p*3faDX)_a
> "Yp*, f,D) — 20

Here the first and last inequalities follow from Theorem [{0. The middle in-
equality follows from the fact that pointwise (for each value v):

1
0

v 0 (p(v),1) + (1 = 0)0* (p(v),0) = {11, B 223 _

is minimized by setting p(v) =1 when v > % and p(v) = 0 when v < 1, which
is what the policy p*(v) does.

So if f is calibrated on D, the not only is p* the optimal post-processing of
f to minimize classification error on D, but we can estimate the classification
error of p*(f(z)) on D without the need for any labelled examples from D —
since we can estimate 01 (p, f, D) using only samples from Dy.

Thus if we have trained a model that is multicalibrated on some distribu-
tion D*® with respect to some class of functions H, then for any distribution
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D! such that ws_,; € H (or is close in statistical distance to some h € H), we
can correctly estimate the performance of our model on D! given access only
to unlabelled data from D!, which is much more commonly available.

References and Further Reading

Multicalibration under distribution shift was studied by |[Kim et al.[[2022], from
which this chapter primarily draws — they call the phenomenon “universal
adaptibility”. [Baek et al|[2022] suggest in a different context that predictors
that are calibrated out of distribution can be used to evaluate the out of
distribution performance using only unlabelled data.
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In Chapter [8] we started studying the problem of choosing actions a € A to
minimize the expectation of a loss function £: A x ) — R using some policy
p:[0,1] — A that we evaluate as a function of a predictor f : X — [0,1]. In
the case of binary labels Y = {0, 1}, we saw that if f is calibrated on D, then
for any such policy, we can accurately estimate the loss of a policy p(f(z))
using only unlabeled data:

E(paf7,D) %g(p7f7'DX)

by “pretending” that Pr[y|f(z) = v] = v — so we can choose the optimal
policy p*(f(x)) under this fiction, and know that it performs as well as any
other policy that is a function only of f(z).

How strong is this guarantee? It depends. If f(z) = f*(2) = E(, ,)~p[yl7]
is the true conditional label expectation, then this guarantee means that the
optimal policy p* that is a function of f(x) is as good as any other pol-
icy, regardless of what information about x it uses. On the other hand, if
f(x) = E¢z y)~ply] is simply the (calibrated) constant function, then policies
p(f(2)) must also be constant functions, and so have necessarily very weak
performance guarantees. In this chapter we ask under what conditions on f
we can compare the performance of policies p(f(z)) to the performance of
policies h(x) that can depend in other ways on the features x. We assume
throughout this chapter that the label space is binary: Y = {0, 1}.

133
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9.1 Omnipredictors: Sufficient Statistics for Uncon-
strained Optimization

We recall several important definitions from Chapter

Definition 48 Fiz an action space A and a model f : X — [0,1]. A policy
of f is any mapping p : [0,1] — A that chooses an action p(f(x)) € A as a
function of the prediction f(x).

We can evaluate the cost of a policy using a loss function:

Definition 49 Fizing an action space A, a loss function £ : A x {0,1} —- R
maps action/label pairs to a real valued loss. Given a distribution D and a
predictor f : X — [0, 1], the expected cost of a policy p is:
Up, /D)= E [lp(f(x)),y)]
(@,y)~D

To compute the loss ¢ of a policy we need access to labeled examples
(z,y) ~ D. But we can estimate the loss of a policy using only unlabelled
examples together with a model f if we “pretend” that f(z) actually encodes
the true conditional label expectation E[y|z]:

Definition 50 Given an action space A, a loss function £ : A XY — R, a
policy p, a predictor f : X — R, and a feature distribution Dy, the f-estimated
cost of p is:

Up, /. Dx)= E [f(@)l(p(f(2)),1) + (1~ f()(p(f(x)),0)]

z~Dx

Another nice property of the f-estimated loss is that we can find the policy
that optimizes it without needing to know anything about the underlying
distribution. Specifically, if we have a loss function £ in mind, we can choose
the policy p; that pointwise optimizes the f-estimated cost ¢:

p;(v) = argggg (vl(a,1) 4+ (1 — v)£(a,0))

If f is calibrated, then the policy p; has the smallest expected loss (as
measured by ¢) of any policy that is a function of f. This statement general-
izes what we proved in Lemma in the special case of 0/1 loss and has
essentially the same proof.

Lemma 9.1.1 Fiz any distribution D, loss function £ : A x {0,1} — R, and
any predictor f : X — [0,1] such that K1(f,D) < «. Let:

C= max (¢(a,0) + £(a,1))

Consider the policy p; defined above. For any other policy p : [0,1] — A, we
have:

U}, £.D) < £(p, £, D) +2Ca
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Proof 72 Using Theorem [0} and the fact that f satisfies a-approzimate Ly -
calibration, we can calculate:

E(P,f,’D) > E(p,f,’Dx)—COZ
= Y L [f(@) = vl (v-Up(v), 1) + (1 = 0)l(p(v),0)) - Car

veR(f)

Y

Pr [f() = o] (v~ €(pi (v), 1) + (1 - 0){(p} (v),0)) ~ Car

verip) ¥

= E(pZafa’DX) —Ca
Z e(pZafaD) - 2Ca

Here the first and last inequalities follow from Theorem [{0 The middle in-
equality follows from the fact that by definition, pj(v) is the minimizer of:

v €(p(v),1) + (1 = 0)£(p(v), 0)

Going forward, we consider the special case of A = [0,1] and aim to show
that if f is multicalibrated with respect to a class of real valued functions H,
then for any convex loss function ¢, the policy p; has optimal loss not just
compared to other policies p of f, but compared to any h € H. Note that
functions h : X — [0,1] are functions of x directly, rather than functions of
f(x), and so Lemma does not imply that that p}(f(x)) has lower loss
than h(z). But Lemm does point in the direction of our proof strategy:
we will show that if f is (approximately) multicalibrated with respect to H
then in fact every h € H is (almost) dominated by a policy p(f(z)). Thus for
any loss functions satisfying the conditions of our theorem, we can do (almost)
as well as any h € H by playing the optimal policy for the f-estimated loss
p;. As mentioned, our results will apply to any conver loss function:

Definition 51 A loss function ¢ : [0,1] x {0,1} — R 4s convex in its first
argument if for all v,v',; o € [0,1] and for all y € {0,1}:

lav+ (1 —a),y) <a-Lv,y)+ (1 —a) L0, y)

A direct consequence of convexity that we will make use of is called Jensen’s
inequality:

Claim 9.1.1 (Jensen’s Inequality) Fiz any loss function ¢ : [0,1] x
{0,1} — R that is conver in its first argument. For any y € {0,1} and for
any distribution P € A[0,1], we have:

B[] > ¢ E Jo].y)

How closely we can relate the performance of a model h(z) to the per-
formance of a policy p(f(z)) will depend both on the multicalibration error
that f has on the models in H and on how much small errors in prediction
are magnified by the loss function ¢, which we will measure by its Lipschitz
constant:
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Definition 52 A loss function £ : [0,1] x {0,1} — R is L-Lipschitz in its first
argument if for all v,v" and for all y € {0, 1}:

w(vay) - E(Ulvy” < L- |U - U/|

Finally we will prove a useful statement about multicalibration—if f is
multicalibrated with respect to H, then for any h € H, its conditional ex-
pectation (conditional on the value of f) doesn’t change by very much if we
additionally condition on the value of the label:

Lemma 9.1.2 Fiz any distribution D and class of real valued functions H.
Suppose that f is a-approzimately L1 multicalibrated with respect to D and
H (as defined in Definition . and a-approzimately Li-calibrated. Then for
any h € H and v € R(f):

LE @)@ =vy=1- E_[h@)fr)=v.y=0]

S Prif(a) = vo(1-0)

veR(f)

Proof 73 Let:

k, = r
(z,y)~D

[f () = v]

v- E_lf()=1]

By hypothesis, we know that:

a>Ki(f,D)= > k.

veR(f)
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We can now compute:

a > Ki(f hD)
= X P @ =] E (@) - v)lfe) =
veRr(f) V" 2y~
— (m’y)l;p[f(x) =||Prly = 1|f(x) = v] (z,£~D[h($)‘f(x) — v,y =1](1 - )
veR(S)
Py =01@) =0l E_[h(@)If(r) = vy = O
§ veR(f) wor plf@ = B Ih@)f @)= vy =11 -v)

vER(S) (z,y)~D
— E [h(z)|f(z) =v,y =0] ’_ Z .
e veR(f)
_ 3 E o
> 2 LI @) =0 —o)| B [h@)lf (@) = vy =1
- E D[h(x)|f(x):y,y:0] —a

(z,y)~

With this lemma in hand, we can prove the main theorem of this section:
that if f is multicalibrated with respect to H, then for any convex Lipschitz
loss function ¢, the policy p; obtains loss nearly as good as the loss of the
best h € H. Thus, once we train f, we can use it to optimize any such loss
function ¢ and have performance guarantees relative to H, rather than needing
to solve a fresh optimization problem for each new loss function. The proof
strategy is just as we have already laid out: show that the loss for any h € H
is comparable to the loss of some policy p of f, and therefore only higher than
the loss of the best policy p; for /.

Theorem 41 Let ¢ : [0,1] x {0,1} — [0,1] be a bounded loss function
that is both convex and L-Lipschitz in its first argument. Suppose that f
is a-approximately Ly calibrated with respect to a distribution D, and also
with respect to D and a class of real valued functions H. That is, both that
K1(f,D) < a and that for every h € H, K1(f,h,D) < a. Let p; be the policy
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that optimizes the f-estimated loss l:

ps(v) = argzréiﬂ (vl(a,1) + (1 —v)l(a,0))

Then the loss of policy p; is almost as low as the loss of any h € H.:

Upp, f,D) < . END[E(h(x),y)} + (4+4L0)a

Proof 74 Let:

k, = r
(z,y)~D

[f(@) =v]jo— E [y[f(x) =]

(z,y)~D

By hypothesis, we know that:

a>FKi(f,D)= Y k.

veER(S)

Let H(v,1) = Egy~plh(@)|f(z) = v,y = 1] and H(v,0) =
E(g,~ph(x)|f(z) = v,y = 0]. Using Jensen’s inequality and the convexity of
£, we can calculate:

LE @), y)
= Y Prf(z) =1 (Pr[y =1[f(z)=v] E [{(h(z),1)|f(z) =0,y =1]
vER(f) (@y)~D
HPrly = 0lf @) =v] E_[(A(z).0)|f(x) = v.y = 0])
> Y Prif(a) = v (Prly = 1f(2) = oJe(H (v, 1), 1) + (Prly = 0[f(x) = v]{(H(v,0),0))
veR(f)
> S Puff(a) =] (vE(H(v, 1),1)+ (1 - v)E(H(v,O),O)) 23k
veR(f) vER()
> 3 Prff(a) =0 (vE(H(v, 1),1) + (1 — v)z(H(v,o),o)) ~ %
veR(f)
Now consider the policy p defined such that:
H(v,1) v>1
p(v) = {H(v,O) 1

Lets compare the loss of this policy p with the loss of h. Continuing our
derivation above we find:
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LB [h(a).y)
> S Prff(z) =] (ve(H(v, 1),1)+ (1 - v)e(H(v,O),O)) — %

vER(f)
> Z Pr[f(z) = v] (UE(H(U, 0),1) 4+ (1 — v)¢(H(v,0),0) — vL|H(v,0) — H(v, 1)|> +

> Prlf(@) = o) (vU(H(0,1),1) + (1= v)E(H (0, 1),0) = (1 = 0)L|H(0,0) — H(v,1)]) = 20
= p,f,Dx)—20— L Z Pr[f(z) = v]min(v,1 — v)|H(v,0) — H(v,1)]

veR(f)
> Up, f,Dx) — 20— 2L Z Pr[f(z) =v]v- (1 —v)|H(v,0) — H(v,1)|
veR(f)

> Up, },Dx) — (2+4L)a
> Up;, f,Dx) — (2+4L)a
> f(p;f,D) - (4+4L)O¢

Here, in the 3rd to last line, we have applied Lemmal[9.1.2, which tells us that:

Z Pr[f(z) = v]v(l —v) |H(v,0) — H(v,1)| < 2«
veER()

In the second to last line we have used the fact that p; is the minimizer of
lZ(p7 f>Dx) among all policies p. In the final line we have applied Theorem to
relate the f-estimated loss £ to the true loss ¢, using the fact that K1 (f, D) < «,
and that C = maxgea (€(a,0) + £(a,1)) is at most 2 since we have assumed
that ¢ takes values in [0, 1].

9.2 Sufficient Statistics for Constrained Optimization

In Section [9.1] we showed that if f is multicalibrated with respect to 4, then
for any (convex, Lipschitz) loss function ¢, using the policy of f, p; that
is optimal for minimizing ¢ is almost as good as using the best h € H, in
terms of minimizing ¢ over the true data distribution. Note that this was an
unconstrained optimization problem, in that there were no restrictions at all on
what our policy p*(¢) could look like. In this section, we consider constrained
optimization problems. We continue to consider action spaces A = [0, 1] and
binary label spaces Y = {0, 1}.
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Definition 53 Fiz a collection of real valued functions H of the form h : X —
[0,1], a collection of group indicator functions G of the form g : X — {0,1},
and a scalar C € R. An (H, G, C)-conver minimization problem with linear
constraints is defined by:

1. An objective function £ : [0,1] x {0,1} — [—=C, C] that is convex
in its first argument,

2. A collection of k constraints j each defined by a loss function
£; :[0,1] x {0,1} — [—C,C] that is affine in its first argument, a
group indicator function g; € G, and a subset of labels S; C {0,1}.

Together they define the following optimization problem:

arg min E l(h(x),
g mi hN’P,(z,y)ND[( (@), y)]

Subject to the constraint that for each j € [k]:

E : (z) =1 1<
B 6@l @) = Ly € 5] <0

If there is any solution P that satisfies all of the constraints, we say that the
optimization problem is feasible. We write P* for the solution that minimizes
the objective function while satisfying the constraints, and write OPT(H) =
Epp+ (z,9)~D[l(R(2),y)] for the objective value of an optimal feasible solution.

9.2.1 Convex Optimization
We now review some facts about convex optimization with linear constraints.

Definition 54 Fiz a (H,G, C)-convex minimization problem with linear con-
straints, defined by (¢,{(¢;, g;, Sj)}é?:l). The corresponding Lagrangian is the
function L : H X R;O — R defined as:

k
LPN =, L E @), y>]+j§:jl N p B (@) y)lgi(@) = 1y € 5]

Definition 55 Fiz a (H,G, C)-conver minimization problem with linear con-
straints, and let L : H x R’;O — R be its Lagrangian. We say that P* € AH
and \* € R* are an optimal primal/dual pair for L if we have both that:

1.
P* € argmin L(P, \¥)
PeEAH
and
2.

\* € argmax L(P*, \)
AERF
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We'll state an important theorem in convex optimization here without
proof:

Theorem 42 (Strong Duality and Complementary Slackness) Fiz a
feasible (H, G, C)-conver minimization problem with linear constraints, defined
by (£,{(¢1, 95, 57)}5=1)-

For every optimal solution P*, there is a corresponding vector \* such that
(P*,\*) form an optimal primal/dual pair.

Moreover every primal dual pair (P*,\*), satisfies:

1. P* is a feasible, optimal solution to the optimization problem,
and

2. For every constraint j € [k]:

AE

J (hNP*F(%’y)ND[Kj(h(:L‘),y)|gj(x) =1,y¢ Sj]) -0

The second condition is called “Complementary Slackness”

A simple corollary of Theorem [2]is that the Lagrangian of an optimization
problem takes value OPT when evaluated at an optimal primal/dual pair.

Corollary 9.2.1 Fiz a feasible (H,G,C)-convex minimization problem with
linear constraints, defined by (¢,{(¢;,g;,S;) ;?:1). Let L : H x R’%O — R be
its corresponding Lagrangian, and let (P*,\*) be an optimal primal/dual pair
for L. Then:

L(P*,\*) = OPT

Proof 75 Using both parts of Theorem[[3, we can compute:
L(P*,\%)
k
= E L(h(x), by E li(h(x), (x)=1yes;
S SN L UICOR") +j§::1 7 ppe B i (@), 9)lg;(2) = Ly € 5]
k
= OPT Y E li(h (r)=1 S
+ Jz:; 7 hNP*,(z,y)N'D[ ]( ($)7y)|gj (x) Y € J]
= OPT
Here the second to last inequality follows from the fact that P* is an opti-

mal solution to the optimization problem, and the last inequality follows from
complementary slackness.
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9.2.2 f-estimated Optimization

The optimization problems we have defined (and their corresponding La-
grangians) are defined as expectations over both x and y — so in order to
evaluate a solution P (or to solve for one), we need access to labelled exam-
ples. Just as we did in Section for unconstrained optimization, given a
model f : X — R that purports to encode f(z) = E[y|x], we can define an
f-estimated optimization problem whose definition only involves expectations
taken over features x ~ Dy.

Definition 56 Fiz an (H,G,C)-convexr minimization problem with objective
€ and linear constraints is defined by {((;,g;,S;)Ys_,. Fiz a model f : X —
[0,1]. The corresponding f-estimated optimization problem defined as:

argmin B [f(@)e(h(z), 1) + (1 - [(2)0(h(z),0)
PeAH h~P.x~Dx
Subject to the constraints that for each j € [k] with S = {0,1}:

oo @) (k@) 1) + (1= £(@))t(h(z),0)]g;(w) = 1] < 0

for each j € [k] with S = {1}:
B (@), Dlgs () =1] <0
and for each j € [k] with S = {0}:

B 60,0l () =1 <0
If there is any solution P that satisfies all of the constraints, we say that
the optimization problem is feasible. We write P* for the solution that
minimizes the objective function while satisfying the constraints, and write
OPT = E;, e wmpy [f(@)E(R(2), 1) + (1 — f(x))€(h(x),0)] for the objective
value of an optimal feasible solution.

We can similarly define the f-estimated Lagrangian:

Definition 57 Fiz an f-estimated (H,G,C)-convexr minimization problem
with linear constraints, defined by (E,{(éj,gj,Sj)};?:l). Partition the con-
straints such that Co = {j € [k] : S; = {0}}, C1 ={j € [k] : S; = {1}},
and Cy; = {] S [k] : Sj = {0,1}}

The corresponding f-estimated Lagrangian is the function L : H x RE, —

R defined as:
L(p, 2=, JE , F@Hh@),1)+ 1A~ f)(hx),0)]
3N, B (G 0lg @) = 10+ N E (k) Dlgs (@) = 1]
J€Co ' ¥ Jj€C1 e
30N, LB @), D) + (1= f@)t(h(),0)lg;(@) = 1

j€Co1
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9.2.3 Solving Optimization Problems Without Labelled
Data

Our goal is to derive a constrained optimization analogue of our results from
Section[9.1] which were for unconstrained optimization. Namely, we would like
to train a single model f using labelled data from D, such that f is sufficient to
solve a wide variety of downstream constrained optimization problems using
only unlabelled data x ~ Dy and minimal additional computation. The main
idea will be to train a predictor f that is multicalibrated with respect to G,
‘H, and their corresponding product class:

Definition 58 Fiz two classes of functions G and H mapping features to real
numbers. The product class is defined as:

G-H={g(x) h(x):g(z) € G,h(x) € H}

We will argue that if we have such a predictor f, then if we want to solve
some (H,G,C)-convex minimization problem with linear constraints, it will
be sufficient to solve its corresponding f-estimated variant in which H has
been replaced by H.u, the set of all functions f : X — [0,1], which (as we
will see) is a computationally easier task, and one that does not require a
randomized solution.

Definition 59 We write Hqy = {f : X — [0,1]} for the set of all real-valued
functions mapping features to the unit interval.

In particular, the optimal solution h to an f-estimated (Ha.n,G,C)-
optimization problem will be a policy in the sense that we can write it in
the form h(z) = p(f(x)), that depends only on f(x).

Lemma 9.2.1 Fiz any model f : X — [0,1] and any f-estimated (Hay, G, C)-
convex optimization problem with linear constraints. Let h € Hqy be an op-

timal solution to the problem. Then h(x) can be written as a policy of f(x):
h(z) = p(f(x)) for some p:[0,1] = [0,1].

Proof 76

Theorem 43 Fiz any feasible (H,G,C)-conver minimization problem with
linear constraints, defined by (¢,{(¢;,g;,5;)}r_,). Fiz any f : X — [0,1] that
is a-approximately Li-calibrated and Li-multicalibrated with respect to H, G,
and H - G. Let P* be an optimal solution to the corresponding f-estimated
(Hau, G, C)-optimization problem. Then we have that P* is approzimately op-
timal according to the original objective function and approximately satisfies
the original constraints:
BLAH

Proof 77 First we argue about the objective value. From Theorem 43, we
know that there exists a X\* such that (P*,\*) form an optimal primal/dual
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pair for the corresponding f-estimated Lagrangian L. From Corollary M
we know that I~,(75*,5\*) = OPT. Similarly, let P* be an optimal solution to
the original (H, G, C)-optimization problem. We know from Theorem that
there exists a \* such that (P*, \*) form an optimal primal/dual pair for the
corresponding Lagrangian L, and from Corollary that L(P*, \*) = OPT.

We also know from Theorem[[Q since f is a-approzimately calibrated with
respect to ‘H that:

|

Thus we can calculate:

OPT = L(P*,\)
<

Can prove this if we need it
We recall a piece of notation from our earlier chapters: p(g,D) =

Pr(m,y)ND [g(l‘) = 1} .

Lemma 9.2.2 Fiz any distribution D € AZ, any class of group indicator
functions G containing functions g : X — {0,1} and any class of real valued
functions H containing functions h : X — R. For each g € G define the
distribution Dy = Dl|g(x) = 1 be the conditional distribution conditional on
g(x) = 1. Suppose a model f : X — R is a Ly-multicalibrated with respect to
D and G- H. Then for every g € G and h € H.:

K. Dg) < s

Proof 78 By hypothesis we know that for every h € H and g € G:

Ki(f,g-h,D) = Y Pr[f(z) =v]Elg@)h(z)(y —v)|f(z) =]
veR(f)
< «

Fiz any g € G with u(g,D) > 0. We can now calculate:

Ky (f»thg>
= Y Prf(x) = vlg(x) = YE[h(x)(y - v)|g(x) = 1, f(x) = 0]

vER(S)

References and Further Reading

The fact that a model f that is multicalibrated with respect to a class of func-
tions H can be post-processed in such a way to be competitive with any h € H
as measured by any convex Lipschitz loss function was proven in|Gopalan et al.
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[2022b], who called such models “omnipredictors”. |Gopalan et al.| [2022b] use
a slightly different notion of calibration than we do (based on partitions of the
feature space and covariance), but if a model satisfies our notion of multicali-
bration and is also calibrated, then it also satisfies the covariance based notion
and vice versa. |Gopalan et al|[2022a] give an incomparable omniprediction
theorem — they show that group conditional mean consistency together with
(marginal) calibration is sufficient to be competitive with any h € H on any
Lipschitz loss function ¢ (no longer requiring convexity of ¢ or full multical-
ibration) — but in general this requires group conditional mean consistency
with respect to all level sets of functions in H, rather than just with # itself.
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Suppose we have a prediction problem of some import: perhaps we are selling
life insurance, and we want to predict the probability that particular customers
will die in the next 12 months. We are in a familiar regression setting, in
which we have some space of individuals X and would like a model f : X —
[0,1], where ideally f(Bob) should have the semantics that “f(Bob) is the
probability that Bob will die in the next 12 months”. But what does this mean?
We are predicting a probability for a single event that will occur or not — there
are to be no repeated trials for which we can measure an empirical frequency.
If T propose a model f; that purports to assign individual probabilities to
people like Bob, and you propose a different model f5, how are we to resolve
which model is “better”?

10.1 Reference Classes and Model Multiplicity

Suppose we posit that there are true “individual probabilities” underlying
reality — i.e. that there is in principle some number pp, that represents
the probability that Bob will die in the next 12 months. This is after all
the formalism that has underlied our studies so far: we have been modeling
the world as if there is a distribution D over labelled examples (z,y), and
for each individual = a conditional label distribution Dy (z). We still cannot
get access to these individual probabilities through data. Nevertheless, we
know that the function f* encoding the true conditional label distribution

147



148 Uncertain: Modern Topics in Uncertainty EstimationINCOMPLETE WORKING DRAF'1

J*(x) = Eyp(s)[y] minimizes the expected Brier score:

*¢c argmin E z) —y)?
f f:Xgﬂ[O,l] (z,y)~D [(f( )=y }

Hence if we have two models such that B(f1) < B(/f2), this falsifies the hy-
pothesis that fo = f* — i.e. it cannot be the case that fy represents the true
individual probabilities, and gives us an empirical (and practical!) justification
for adopting model f; rather than model f5.

The “model multiplicity” problem refers to the worry that there may be
multiple models fi, fo that are equally accurate (such that B(f1) = B(f2))
that disagree in their predictions. In this case, accuracy gives us no basis
on which to reject either model, and yet if fi(Bob) is very different from
f2(Bob), what basis do we have to act on our predictions? Are we justified in
denying Bob life insurance if it seems unprofitable according to the individual
probability assigned by fo but seems profitable according to the individual
probability assigned by f1?

This can indeed be a problem if the models f are chosen to optimize
accuracy in some fixed class. But as we will see, the situation cannot arise if
the parties proposing their models are willing to update (and improve!) their
models in the face of evidence that can be found in the data before them and
in the competing models that are proposed! The updates needed will be of
exactly the same simple “patch” form that we have studied when deriving
algorithms for multicalibration and group conditional mean consistency.

10.2 Model Ensembling

Suppose we are given two models fi, fo : X — [0,1]. We will be interested in
regions in which these models disagree substantially in their predictions. We
will define “substantially” by an arbitrarily small discretization parameter e:

Definition 60 Two models fi and fa have an e-disagreement on a point x €

X if [fi(z) — fa(z)| > e
Let Uc(f1, f2) be the set of points on which f1 and fo have an e-
disagreement:

Uc(f1, f2) = {z : | fi(z) — fa(2)] > €}

Informally, we will say that if f; and fo do not have an e-disagreement on
x that they agree on x. We will show a quantitative version of the following
statement. It must be the case that either

1. fi and fo agree on almost all of their predictions, or

2. fi1, or f5, or both can be proven from the data to violate a group
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conditional mean consistency condition on a large set of points.
In this case, the falsified model can be patched using our patch
operations in a way that improves its accuracy.

The result is that there can be no substantial disagreements about indi-
vidual probabilities by people who are willing to be convinced by the evidence
of the data before them: models which disagree on a substantial fraction of
their predictions witness for each other places in which their predictions are
falsified by the data, and provide the means to correct (and improve) each
other. Thus disagreements can be leveraged to produce improved models, and
this process necessarily converges only when the models agree.

To formalize this, we start by partitioning the set of e-disagreements
Uc(f1, f2) into two additional sets that will be important — the set of dis-
agreements on which fi(z) > fa(x), and the set of disagreements on which

fi(x) < fa(x).

Definition 61 Fiz any two models fi, fo : X — [0,1] and any € > 0. Define
the sets:

UZ (f1, f2) ={x € Uc(f1, f2) : fr(z) > fox)}
US(f1s f2) ={z € Uc(f1, f2) : fr(z) < folx)}

Based on these sets, for @ € {>,<} and i € {1,2} define the quantities:

ve= E xz e Uf1, vg = E ()| e U(f1,
JE e € UN(fuf)] o = B @l € Ui fo)
Lemma 10.2.1 Fiz any two models fi, fo : X — [0,1] and any € > 0.

If the fraction of points on which fi1 and fo have an € disagreement has
mass (W(Uc(f1, f2)) = a then for some o € {>,<} some i € {1,2}, we have

that:

0662

8
Proof 79 Since U(f1, f2) can be written as the disjoint union:

Ue(f17f2) = Ue>(f1af2) UUE<(f17f2)

we must have that for at least one value of @ € {>, <} we have that:

WU (fr, fo)) - (03 = 0f)* >

(07

pUS (1 2)) 2 5.

Since the points in w(US(f1, f2)) are e-separated, we must have that |v} —
v3| > €. Therefore, for at least one of i € {1,2} we must have that

€
2

Combining these two claims, we must have that:

vf —vil =

0462

w(U2 (f1, f2)) - (v —v3)? > r
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Lets consider the significance of this Lemma. Most basically, if we have
two models f1 and f; that disagree substantially, this lemma gives an easily
constructable set (U>(f{*, f*) or US(fi*, f4?)) that falsifies either the as-
sertion that f; encodes true conditional label expectations or the assertion
that fo does. And not only does it falsify that at least one of f; or fy are a
“correct” model — it provides a directly actionable way to improve one of the
models. Recall Lemma [.1.1] which we proved when analyzing an algorithm

for guaranteeing group conditional mean consistency, and we reproduce here:

Lemma 10.2.2 Fiz any model f; : X — [0,1] and group g : X — {0,1}. Let

Av= B Bla@E=1- E_ f@)lg()=1]
and
frer = h(z, fi; ge, Ar)
where:
e =1
Then:

B(ft) — B(fi+1) = plge) - A7

Summarizing, whenever we have two models that have ¢ disagreements on an
a-fraction of points, we can always constructively falsify at least one of the
models, and update it to improve its Brier score by at least O(ae?).

We put this all together in Algorithm [26 (Reconciler).
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Algorithm 26 Reconcile(f1, f2, a, €)

Let t =t; =t =0 and f* = f1, f3> = fo.

Let m = [\/2551

while u(UL(f1", /%)) > a do
For each e € {>, <} and ¢ € {1,2} Let:

= E e eUNL A v = E @) e U £
Let:
(i, o) = argmax  p(US(f1, f3)) - (02 = vf)°
ic{1,2},ec{>,<}
Let:
1 U* ty to
gt(x): HAES e.(172)
0 otherwise
Let:

A= B Dle@ =1~ E_[f@lg) =1

Ay = Round(Ay; m)

Let: fth+1(x) = h(x’f;iagtht)7 tz = tZ + 17 t=1t+ 1
Output (fi*, f2).

Theorem 44 For any pair of models f1,fo : X — [0,1] and any a,e > 0,
Algorithm (Reconcile) runs for T = Ty + Ty many rounds and outputs a

pair of models (fi*, f£*) such that:

1. T<(B(fi)+B(f2) - 2%

2. B(f") < B(fy) = Ty - 2 and B(f*) < B(f2) — T - &

16 16
3. w(Uf, f52)) < a.

Proof 80 By Lemma[10.2.1] for each round t < T we must have that:

arg max p(S(v,0)) - (v —v9)* > —
i€{1,2},ec{>,<},vE[1/2¢€] 8

Let ftt"H = h(zx, fi,gt,At) — i.e. the update that would have resulted at
round t had the algorithm used the unrounded measurement Ay rather than
the rounded measurement A;. By Lemma we have that:

0[62

B(fi) - BUI 2 55
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We can now compute

B(ff)=B(ff'*Y) = (B(f{") = B(fi™) = (B(ff) = B(fiH)
2
Qe _ 5t
>SS - (BUETY) - BUETY)
So it remains to upper bound (B(f;i") — B(fiith). Let A=A —A, We
make several observations: First, ttiH = h(z, fiﬂ,gt, A). Second,

A = (x7gN,D[y|gt($) = 1] - (x7£,\,7_)[f;i (CE)\gt(x) _ 1] _A,

W B lo() =1] - (xgwb[ff"“(m)\gt(m) =1]

Third, by definition of the Round operation, |A| < ﬁ Therefore we can again
apply lemma to conclude that:

B(ff ™) = B(ff™) = (g A?

< 1
—  4m?

Combining this with our initial calculation lets us conclude that:

oe? 1 oe?

B(fttl) - B( fiJrl) > ? - 74m2 > TG

Here we are using the fact that we have set m > ﬁ Applying this lemma for

each of the Ty and Ty updates or f1 and fa respectively we get that: B( 1Tl) <
B(f1) — T - “1—%2 and B(f*) < B(f2) - Tp - 01—662. Since Brier scores are non-
negative, we conclude that Ty < B(f1)2% and To < B(f2)2%. Thus T =
T+ T3 < (B(f1) + B(f2)) - 28

ae?
Finally the halting condition of the algorithm implies that p(Uc(fi*, f12)) <

Q.

Thus if we start with any two models that have substantial disagreement, we
are guaranteed to be able to efficiently produce strictly improved models that
almost agree almost everywhere. In particular, we can never be in a position
in which we have two equally accurate but unimprovable models that have
substantial disagreements: in this case, we can always improve the models.
The only time we can have substantial model disagreement is if we refuse to
improve the models even in the face of efficiently verifiable and actionable
evidence that one of the models is suboptimal and improvable.

We observe that any pair of models that have gone through the “Rec-
oncile” process must also produce very similar probability estimates for any
sufficiently large conditional probability.
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Corollary 10.2.1 Let E C X be any subset of the data space. Let fi and
f2 be any two models that have been output by Algorz'thm (Reconcile) with
parameters € and c. Let:

)= 3K ) = T

be the estimates for Ely|x € E] implied by models f1 and fo respectively. Then:

Ip1(E) — p2(E)] < m + €

Proof 81 Let S.(f1, f2) = x:a & Uc(f1, f2) be the set of points on which fi
and fo do not have an e-disagreement. Recall that p(Se(f1,f2)) > 1—a. We
compute:

WE)pU(E) =p2AB) = |Y ul@)- (filx) = fale))

reE

Yoo @) (i@ - @)+ Y ) (fil) - falx)

z€ENU:(f1,f2) r€ENS(f1,f2)

a+u(ENSc(f1, f2))e

<
< a+p(E)e

Dividing by u(E) yields the corollary.

10.3 Sample Complexity

We have once again presented our algorithm as if it has direct access to
the distribution D. Of course in general we do not have access to D, but
rather have access to some set D of n i.i.d. samples from D. We will typically
instead run Algorithm [26] over the empirical distribution over D — i.e. the
distribution that puts weight 1/n on each datapoint (x;,y;) € D. We will
prove that with high probability over the sample of D, when Algorithm [26] is
run over the empirical distribution on D, then its guarantees translate over
to the distribution D from which D was drawn, with error parameters that
go to zero with the size n of the data sample.

We begin by counting the number of potential models fi*, 12 that Algo-
rithm [26] might output.

Lemma 10.3.1 Fiz any pair of models f1,fa : X — [0,1] and any
a,e > 0. Then there is a set C of pairs of models of size at most |C| <
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(4 (m+ 1))32/0&24‘1 such that for any dataset distribution D on which Algo-

rithm |26 is run, the output models (fi*, fi*) € C. Here, as in Algorithm

m= [\/&e]

Proof 82 Given a run of Algorithmfor T rounds, let m = { (i, o, A¢)}iy
denote the record of the quantities (i, ¢, A;) chosen at each round t. Let 7<% =
{(it/,ot/,At/)}i;ll denote the prefiz of this transcript up through round t — 1.
Observe that once we fix <t we have also fized the models fi* and f2 that
are defined at the start of round t. To see this, assume the claim holds true at
round t. In particular, m<! fizes the disagreement regions U2 ( fl, 51) of these
two models, and therefore given the choices (iy, o¢,A;), we have inductively
defined the models present at the start of round t + 1.

We let C denote the set of all pairs of models defined by transcripts m<T
for all T < % Since we know from Theorem that Algorithm halts
after at most T < (B(f1) + B(f2)) - 2% < 2% many rounds, and hence the
models output by Algorithm[26 must be contained in C as claimed. It remains
to count the set of transcripts of length T < % At each round t, there are
two possible values for iy, two possible values for e, and m—+1 possible choices
for A;. Hence the number of transcripts of length T is (4(m + 1))T. Thus we
have:

32
062

€1 < 3" (4m +1)T < (4(m + 1)) T
T=0

We can now argue that if we have a sample of n datapoints D that are
sampled i.i.d. from some unknown distribution D, then if we run Algorithm
[26] using the empirical distribution over D, then its guarantees hold also over
D, with error terms that tend to 0 as n grows large.

Theorem 45 Fix any data distribution D and consider a run of Algorithm
over the empirical distribution over points in a dataset D ~ D™ consisting
of n points sampled i.i.d. from D. For any pair of models f1, fo : X — [0,1]
and any a, e > 0, Algom'thm (Reconcile) runs for T = Ty +Ts many rounds

and outputs a pair of models ( 1Tl, QTQ) such that:

1.T< 18
- Q€

2. For any § > 0, with probability at least 1—9 over the randomness
of D ~ D" we have that:

64( 2 1+1
BT < B(f) ~T1 - %5 12 (ifz+1>log(0«ge1>)
- 16 \
and
64([A1+1
BUE) < B() Ty %5 42 (ii+1>log(0«ge1>)
2 >~ 16 \ \



Ensembling, Model Multiplicity, and the Reference Class Problem 155

8. For any § > 0, with probability at least 1—0 over the randomness
of D ~D":

8(IA-1+1
(% + 1) log ((‘F&))

p(UE ) < at \

Remark 10.3.1 Theorem[{J] tells us that the guarantees we proved for Algo-
rithm in Theorem (when we assumed direct access to the distribution
D) continue to hold when all we have access to is a finite sample of n points
from the data distribution, with additional error terms that tend to zero as n
grows large. How large is large? If we want the final disagreement region to
have mass at most 2« (i.e. we want the third conclusion of Theorem to tell
us that u(U.(fI, £32)) < 2a), then solving for n in the error bound, we find
that it suffices to have n samples for n on the order of:

eé(log(l/é))

ase?

where the O() notation hides logarithmic terms in 1/a and 1/e.

This is a remarkably small amount of data: We would need =~ M
samples just to estimate the conditional label expectation Prly = 1|z € S] for
a conditional event S with u(S) = « up to error e with probability 1 —¢ (or for
two parties with disjoint samples to agree on this conditional label expectation
up to error €). Theorem tells us that in fact two parties can be made to
agree on a 1 — « fraction of points up to error € with an additional amount of
data only on the order of O(1/a?).

Proof 83 (Proof of Theorem The bound on T follows directly from
Theorem [{4] without modification. We focus on bounding the Brier scores and
the uncertainty region for the resulting models.

Consider any pair of models fi1, fo. Given a finite dataset D we write
(z,y) ~ D to denote uniformly sampling a single datapoint from D. We start

by comparing Pre, y~plr € Uc(fi, f2)] with Pr yoplr € Uc(fi, f2)]. We
have that:

Pr [z e Udfr, f2)]l = %Zﬂ[% € Uc(f1, f2)]

~D
(z,y) P

Since 1[xz; € Uc(f1, f2)] € [0,1] and

Pr [$ S Ue(f17f2)]:| = Pr [3? c Ue(f1>f2)]

5|
DD | (2,9)~D (2.y)~D

we can apply Hoeffding’s inequality (Theorem@) to conclude that for every
n>0:

Pr o €U ol = Pr Lo € U ol 2 0] < 2exp (~2Pn)

Pr [
D~D" | |(z,y)~D



156 Uncertain: Modern Topics in Uncertainty EstimationINCOMPLETE WORKING DRAF'1

Let C' be the set of pairs of models guaranteed in the statement of Lemma
10.3.1. Recall that Lemma 1| guarantees us that |C| < (4(m + 1)‘32/0‘6 +1,

We can apply the union bound to all pairs of models (f1, f2) € C to conclude
that with probability at least 1 —2|C|exp (—2nn) (over the randomness of D)
we have that for every pair (f1, f2) € C':

Pr [xGUe(flan)]*( P)T [ere(fl,fM‘ <7

(z,y)~D z,y)~D

2n
we get that with probability 1—§ over the draw of D, for every pair (f1, f2) € C

2n

(j§+q)bg(%ﬂégﬂ))

n

Choosing

’[’/:

IA
_—

Pr e €U )~ P e € Ui 1)

<

where the final inequality follows from plugging in our bound on |C| and the
definition of m.

Because we know from Theorem . that the models f , T2 output by
Algomthm i satisfy that Pri, ,yplr € Uc(f; n ) < a we can conclude
that with probability 1 — d:

(32 1 1) log (W)
(I};TND[%GUe( )] < "

We can bound the Brier score of the resulting models in exactly the same
way. For any fized model f : X — [0,1], we can write the empirical Brier
score (i.e. the Brier score as evaluated over D) as:

Since (f(x;) —yi)? € [0,1] and Eppn [BD(f)], we can apply Hoeffding’s in-

equality (Theorem IE) exactly as before to conclude that for every pair of
models (fi*, f2) € C, with probability 1 — §:

(28 + 1) log <MU€Q+0>

n

S\H

[Bo(T) - BUT)

<
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and with probability 1 — o

2
(45 + 1) log <16(U§J+1>>

Bo(f3) - BUT?) N

<

Observe that the same holds true for the original pair of models (f1, f2), since
(f1, f2) € C (they correspond to the models output after transcripts of length

0). We further know from Theorem that: Bp( 1Tl) < Bp(f1)—Ti- 01—662 and
Bp(f3?) < Bo(f2) - Ta - 55
Instantiating these bounds for the four models { f1, f2, 1T1, 2T2}, and set-

ting § < 6/4 so that we can union bound over all four models, we have that
with probability 1 — § that we simultaniously have:

, ( 16 | 1) log (64((\/3?%“1))

Ve
E (6715
B(f{*) < B(fi) = T1 - 45 +2 :
64([2-1+1
) e |G o ()
B(f3') < B(f2) ~ T T +2 .

References and Further Reading
The material from this Chapter is taken from [Roth et al.|[2022].
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A

Useful Probabilistic Inequalities

CONTENTS

In this appendix we collect several useful probabilistic inequalities that will
be handy in our analyses.

Theorem 46 (Hoeffding’s Inequality) Let Xi,...,X, be independent
random wvariables bounded such that for each i, a; < X; < b;. Let S, =
St X denote their sum. Then for all t > 0:

—2t2
Prl|S,, — E[S,]| >t] <2 —_
<0~ Bl ) < 200 (o s )
Theorem 47 (Chernoff’s Bound) Let X,...,X,, be independent random

variables bounded such that for each i, 0 < X; < 1. Let S, = 2?21 X, denote
their sum. Then for allm > 0:

Pr (S, — E[Sa]| > nE[Sa]] < 2exp (_E[S:%W)

Theorem 48 (Azuma’s Inequality) Let X1,...,X, be random variables

(not necessarily independent) bounded such that for each i, | X;| < ¢;. Let X;
denote the prefic X1, Xo, ..., X;_1. Then for all t > 0:

_¢2
P >l <2 —
r[ — a ] = (221‘—1%2)

3 X - 3B

i=1 i=1
Theorem 49 (The DKW (Dvoretzky—Kiefer—Wolfowitz) inequality)
Let D € Z™ be any distribution and let D ~ D™ consist of n points sampled
i.i.d. from D. Let F(c) = Pr(, )~ply < c] denote the CDF of the label distri-

bution induced by D, and let Fp(c) = + > (zyep Ly < ¢ denote the CDF of

n

the empirical label distribution induced by D. Then for every t > 0:

Pr {sup F(e) — FD(C)’ > t} < 2exp (—2nt?)
ceR
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