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Abstract
We consider the following scheduling with batching problem that has many applications, e.g., in multimedia-on-demand and manufacturing of integrated circuits. The input to the problem consists of \( n \) jobs and \( k \) parallel machines. Each job is associated with a set of time intervals in which it can be scheduled (given either explicitly or non-explicitly), a weight, and a family. Each family is associated with a processing time. Jobs that belong to the same family can be batched and executed together on the same machine. The processing time of each batch is the processing time of the family of jobs it contains. The goal is to find a non-preemptive schedule with batching that maximizes the weight of the scheduled jobs. We give constant factor (4 or 4 + \( \varepsilon \)) approximation algorithms for two variants of the problem, depending on the precise representation of the input. When the batch size is unbounded and each job is associated with a time window in which it can be processed, these approximation ratios reduce to 2 and 2 + \( \varepsilon \), respectively. We also show exact algorithms for several special cases.

1 Introduction
Usually, in scheduling problems, exclusiveness is one of the basic constraints; that is, two jobs cannot be scheduled on the same machine at the same time. In this paper, we explore models that need not obey this constraint and even benefit from batching several jobs of the same type together. Such models have many applications as detailed below. One example is scheduling clients in a multimedia-on-demand (MOD) system. Each client requests a specific video program at several possible times. When several clients are willing to view the same program at the same time, their requests can be batched and satisfied by a single transmission.

The above scenario can be formulated as follows. The input to the problem consists of \( n \) jobs (clients) and \( k \) parallel machines (channels). For each job (client) we are given a weight (revenue) and a processing time. Also, for each job, we either have a release time and a due date that define a window of time in which it can be processed, or an (explicit) set of possible time intervals in which the job can be processed, or a combination of both. The jobs are partitioned into families (all the clients requesting the same program), and all jobs belonging to a particular family have the same processing time. Jobs that belong to the same family can be batched and executed together, in the same time that it takes to execute a single job from that family. The number of jobs (from the same family) that can be batched together can be either bounded or unbounded. The goal is to find a feasible non-preemptive schedule with batching that maximizes the weight (revenue) of the scheduled jobs. Such scheduling problems are frequently referred to as real-time scheduling problems with batching of incompatible families (\( f \)-batch for short), and the objective of maximizing the value of completed jobs is frequently referred to as throughput. In the standard \( \alpha \beta \gamma \) notation for scheduling problems, the problem we consider here is either \( P[f \text{-} \text{batch}, b, r, j] \sum w_j (1 - U_j) \), or \( P[f \text{-} \text{batch}, r, j] \sum w_j (1 - U_j) \), depending on whether the batch size is bounded by a parameter \( b \) or unbounded. Both versions of our problem are strongly NP-hard. Indeed, if every family consists of a single job, then our problem is equivalent to maximizing throughput in real-time scheduling when no batching is allowed (see e.g., [BB⁺00]).

We note that when all jobs have the same length and the same release times, with bounded batch size, our problem reduces to a special case of the class-constrained multiple knapsack [ST-01] (see below); when
the batch size is unbounded we get an instance of maximum weighted matching in bipartite graphs (which is polynomially solvable).

1.1 Applications
Our problem has numerous applications in activity selection and in resource sharing among jobs with conflicting requirements. We describe applications related to MOD services and production planning.

In a MOD system (see, e.g., [DSS-96] and the introduction in [AGH-95]) clients send requests to view video programs to a centralized video server. The system has a fixed number of channels, through which the programs are transmitted to the clients; using a multicast facility, the server can batch several clients (who wish to view the same program) to use the same communication channel. The server needs to decide which of the requests will be serviced, and in which order, such that revenue is maximized. (We assume that clients must have some degree of “patience”, in order to allow requests to be batched together.) Note that in this application, if the network has unlimited multicast capabilities, the batch size will be unbounded. However, with Internet multicasting, it is reasonable to assume bounded multicasting to assure reliability.

The production of very large-scale integrated circuits (VLSI) involves complex processes. Since orders for the products come with strict delivery times, it is important to optimize the execution of these processes. One of the processes in the wafer fabrication stage is diffusion. This process is long and is often the bottleneck in wafer fabrication. The diffusion is done in a reactor that has the capacity to process several jobs simultaneously. However, due to differences in the chemical nature of the products, jobs of different families cannot be batched together in the diffusion reactor. Suppose that we are given a set of products from different families, each with an arrival time, a due date, and a revenue. Our goal is to schedule the reactor to maximize the total revenue of jobs that meet their deadlines. Note that in this application the batch size is bounded by the size of the diffusion reactor.

Another VLSI related application is scheduling the thermal treatment for Multi-Layer Ceramic (MLC) packaging. The last stage of MLC manufacturing is a thermal treatment that is done in an oven. Due to the length of this process (around 24 hours) and the limited size of the oven, this process is the manufacturing bottleneck. Here, several jobs can be batched together for the process as long as their thermal treatment is the same, and the goal is to maximize the (weighted) throughput of jobs completed before their deadlines.

1.2 Contribution
In this paper, we give constant factor \((4 + \varepsilon)\) approximation algorithms for two variants of the problem, depending on the input instance (discrete vs. continuous time). When the batch size is unbounded and each job is associated with a time window in which it can be processed, the approximation factor reduces to \(2 + \varepsilon\). To the best of our knowledge, this paper gives for the first time approximation algorithms with guaranteed performance bounds for these problems. Our approximation algorithms are based on a nontrivial application of the local ratio technique and are not hard to implement. Our technique can be extended to a more general problem (that generalizes also the parallel batch problem described below), where jobs in the same family have different processing times and the processing time of a batch is determined by the longest job in the batch. It can also be generalized to the case where the possible time intervals of the same job have different lengths and weights.

We also give exact polynomial time algorithms for several special cases of the problem. In particular, we show that real time scheduling with batching is polynomially solvable in the following classes of instances: (i) the jobs offer small slacks (the slack of a job is the maximal possible delay from the time it is released until it is scheduled); (ii) the number of families is fixed, and (iii) the number of release times and due dates, as well as the batch size are bounded by a constant, and all jobs have the same length and weight. Note that if we slightly modify the third class of instances to allow jobs from different families to have different lengths, the problem becomes NP-complete, even when the release dates and due dates can take only two values each [GJ-79].

1.3 Related Work
Maximizing the throughput in real-time scheduling without batching was studied extensively in [S-99, BB+00, BD-00, BG+01, COR-01]. All of these papers focused on the case where jobs specify more than one time interval in which they can be performed (in either a discrete or a continuous fashion). This model captures many applications, e.g., scheduling a space mission, bandwidth allocation, and communication in a linear network. The approximation factor obtained is 2 (and \(2 + \varepsilon\) for the continuous case). Very recently, the approximation factor was improved in [COR-01] to \((\varepsilon/(\varepsilon-1)) + \varepsilon\) for the unweighted version of the problem, where \(\varepsilon\) is some constant.

---

We define the approximation ratio as the ratio of the optimum solution to the solution given by the algorithm. By this definition the approximation factor of any algorithm is always at least 1.
In the parallel batch processing (p-batch) model, each machine can batch several jobs to run in parallel. In this model, all the jobs are assumed to belong to the same family and thus any group of jobs can be batched together. However, jobs may have different lengths. A batch is completed when the longest job in the batch is completed. Brucker et al. [BGW00] showed that in this model the problem \(1|p \rightarrow \text{batch}| \sum w_j (1 - U_j)\) is strongly NP-hard. Baptiste [B-00] showed that when all jobs have the same length the bounded batch case is solvable in \(O(n^8)\) steps, even when the jobs are released at different times. Our exact algorithm for a fixed number of families has improved complexity when applied to the bounded p-batch problem.

Batching with incompatible job families was studied previously in the Operations Research literature, however the objective functions were different than ours. Specifically, the measures considered in these works were the weighted sum of completion times or the makespan (see e.g. [U-95, DN-99, AW-01]). The paper [MU-98] presented exact and heuristic algorithms for the problem of family batching with the objective of minimizing total tardiness. Devpura et al. [DFG99] examined the case where the objective is to minimize total weighted tardiness. This problem is NP-hard even in the case where there are no release dates; their paper presents various heuristic approaches for tackling this problem.

Uzsoy [U-95] studied the feasibility version of our problem, in which we need to determine whether all jobs can be scheduled and meet their due dates. The paper shows that with no release times the feasibility problem is solvable in \(O(n \log n)\) steps, using a variant of the earliest due date (EDD) algorithm.

Finally, as mentioned above, when all families have the same execution times and no release dates, our problem can be reduced to the class-constrained multiple knapsack. Indeed, we can associate each time slot with a knapsack of capacity \(b\), in which we can pack unit sized item (jobs) from a single class (family). An item can be packed when the corresponding job is available. A greedy algorithm proposed in [CK-00] can be adapted to yield a 2-approximation ratio for this problem.

1.4 Organization of the Paper

In Section 2 we introduce the local ratio technique and some notation. In section 3, we describe the general local ratio algorithm, and in Section 4, we consider the unbounded case. In Section 5, we give polynomial time exact algorithms for several special cases. Due to space constraints, we omit the description of our results for the more generalized case in which the possible time intervals of the same job have different length and weight.

2 Preliminaries

2.1 The Local Ratio Technique

Our algorithms are based on the local ratio technique, developed by Bar-Yehuda and Even [BE-E85], and later extended by Bafna, Berman and Fujito [BBF-93]. We describe below the maximization variant of the local ratio technique required for our algorithm (see [BB+00]).

Let \(w \in \mathbb{R}^n\) be a weight vector, and let \(F\) be a set of feasibility constraints on vectors \(x \in \mathbb{R}^n\). A vector \(x \in \mathbb{R}^n\) is a feasible solution to a given problem \((F, w)\) if it satisfies all of the constraints in \(F\). The value of a feasible solution \(x\) is the inner product \(w \cdot x\). A feasible solution is optimal for a maximization problem if its value is larger than or equal to the value of all feasible solutions. A feasible solution \(x\) is a \(\rho\)-approximate solution, or simply a \(\rho\)-approximation, if \(w \cdot x \geq \frac{1}{\rho} w \cdot x^*\), where \(x^*\) is an optimal solution. An algorithm is said to have a performance guarantee of \(\rho\), if it always computes \(\rho\)-approximate solutions.

Theorem 2.1. (Local Ratio) Let \(F\) be a set of constraints and let \(w, w_1, \text{ and } w_2\) be weight vectors such that \(w = w_1 + w_2\). Then, if \(x\) is a \(\rho\)-approximate solution with respect to \((F, w_1)\) and with respect to \((F, w_2)\), then \(x\) is a \(\rho\)-approximate solution with respect to \((F, w)\).

Proof. Let \(x^*, x_1^*, x_2^*\) be optimal solutions for \((F, w)\), \((F, w_1)\), and \((F, w_2)\) respectively. Then \(w \cdot x = w_1 \cdot x + w_2 \cdot x \geq \frac{1}{\rho} w_1 \cdot x_1^* + \frac{1}{\rho} w_2 \cdot x_2^* \geq \frac{1}{\rho} (w_1 \cdot x^* + w_2 \cdot x^*) = \frac{1}{\rho} w \cdot x^* \).

The Local Ratio Theorem is usually applied in the following way. Given a problem defined in the above formulation, we find a decomposition of \(w\) into \(w_1 + w_2\) with the property that every maximal solution is a \(\rho\)-approximate solution with respect to \((F, w_1)\). We solve the problem recursively with respect to \((F, w_2)\). Then, we extend the \(\rho\)-approximate solution with respect to \((F, w_2)\) found in the recursion to a maximal solution. The resulting solution is a \(\rho\)-approximate solution with respect to \((F, w_1)\) and with respect to \((F, w_2)\), thus it is a \(\rho\)-approximate solution with respect to \((F, w)\). In most applications of the local ratio technique, the most involved part is finding the decomposition of the weight function.

The Local Ratio Theorem applies to all problems in the above formulation. Note that \(F\) can include arbitrary feasibility constraints and not just linear, or linear integer, constraints. Nevertheless, all successful applications of the local ratio technique to date involve
problems in which the constraints are either linear or linear integer, and this is also the case for the problems treated herein.

2.2 Definitions and Notation
Suppose that \( n \) jobs \( \{J_1, \ldots, J_n\} \) need to be scheduled on a set of \( k \) machines. There are \( F \) different job families; all the jobs in a family \( f \in [1..F] \) have the same processing time, \( p_f \). Each job \( J_j \) belongs to a family \( f_j \) has weight \( w_j \), and processing time \( p_j \). A problem instance may be either discrete or continuous. In a discrete instance, each job has a distinct release date, \( r_j \), and a due date, \( d_j \), defining a time window in which the job can be processed (and which is typically larger than the processing time). We note that our algorithm applies also to the more general case where each job is associated with a number of possible time windows. However, to keep the presentation simple we consider the case of a single time window per job.

We distinguish between bounded and unbounded batching. In the case of unbounded batching, any number of jobs can be batched together on each of the machines, as long as they belong to the same family. In the case of bounded batching, each of the machines can process the jobs in batches of at most \( b \) jobs, with the restriction that all jobs in a batch belong to the same family. Our results apply also for the case in which each family \( f \) has a different bound \( b_f \). To simplify the presentation we assume a single bound \( b \).

A job instance is a job and a feasible time interval in which it can be executed. A batch instance is a set of at most \( b \) job instances; all belong to the same family and have the same execution time interval.

For any given time \( t \), and for each family \( f \), let \( J_{f,t} \) be the set of jobs from family \( f \) that can start at time \( t \). Note that the possible batch instances of family \( f \) that can start at \( t \) are all subsets of \( J_{f,t} \) of size at most \( b \). For a batch instance \( B \), let \( f(B) \) be the family of the jobs in \( B \), \( t(B) \) be the starting time of the batch \( B \) and \( p(B) \) be the processing time of the jobs in batch \( B \) \( (p(B) = p_{f(B)}) \). Denote by \( I(B) \) the time interval of this batch instance, i.e., \( I(B) = [t(B), t(B) + p(B)] \); \( J(B) \) is the set of jobs in \( B \), and \( w(B) \) is the sum of the weights of the jobs in \( B \), i.e., \( w(B) = \sum_{j \in J(B)} w_j \).

We say that two batch instances \( B \) and \( B' \) are simultaneous if \( I(B) = I(B') \). Two batch instances \( B \) and \( B' \) conflict in time if \( I(B) \) and \( I(B') \) intersect. Two batch instances \( B \) and \( B' \) conflict in jobs if \( J(B) \) and \( J(B') \) intersect. Two batch instances conflict if they conflict in either time or jobs. A batch instance \( B' \) is contained in batch instance \( B \) if \( J(B') \subseteq J(B) \). A batch instance \( B \) is an extension of a batch instance \( B' \), denoted \( B' \preceq B \), if \( B \) and \( B' \) are simultaneous and \( B \) contains \( B' \); \( B \) is a proper extension of \( B' \), \( B' \prec B \), if \( B' \preceq B \) and \( J(B') \subset J(B) \). Conversely, a batch instance \( B \) is a (proper) reduction of a batch instance \( B' \), if \( B' \) is a (proper) extension of \( B \). Note that a batch instance \( B \) is both an extension and a reduction of itself.

3 The General Algorithm
We present the approximation algorithm for a discrete instance and a single machine. Later, we show how to extend it to other cases.

We start with a generic scheme based on the local ratio technique. This scheme is recursive following the generic description given in the previous section. In the scheme we consider a slightly more general problem, where instead of having a weight per job, there is a weight per batch instance. The goal is to schedule a set of non-conflicting batch instances with maximum weight. Clearly, this problem is a generalization of the original problem, in which the weight of a batch instance \( B \) is the sum of the weights of the jobs in \( J(B) \). Note that the number of batch instances may be super polynomial. To keep the size of the input polynomial, we assume that the weights of the batch instances are given implicitly, as described later in the polynomial time implementation.

In the scheme we consider batch instances with negative weights. Although the initial weights can be assumed to be positive, weights may become negative during the recursive calls. Also, we note that during the recursive calls, some batch instances are deleted. We refer to batch instances that were not deleted as available.

The general Scheme:
1. Delete all batch instances with non-positive weight.
2. If no batch instances remain, return the empty schedule. Otherwise, proceed to the next step.
3. Select a batch instance \( \hat{B} \) and decompose \( w \) by \( w = w_1 + w_2 \). The exact choice of \( \hat{B} \) and the decomposition of \( w \) is described below.
4. Solve the problem recursively using \( w_2 \) as the weight function. Let \( S' \) be the schedule returned.
5. Turn $S'$ into a $\bar{B}$-maximal schedule $S$. The definition of a $\bar{B}$-maximal schedule and how to turn $S'$ into a $\bar{B}$-maximal schedule is described below.

We now elaborate on the steps of the algorithm, and analyze the quality of the solution it outputs. We start with the definition of a $B$-maximal solution.

**Definition 3.1.** A schedule $S$ is $B$-maximal if it contains a (possibly empty) batch $B' \preceq B$ such that $B'$ cannot be replaced in $S$ by any other batch $B''$, where $B' \prec B'' \preceq B$, without violating feasibility.

Observe that if a $B$-maximal schedule $S$ does not contain all the jobs in $J(B)$, then it must contain a batch instance that conflicts with $B$ in time and yet it is not a reduction of $B$.

In the last step of the algorithm, if $S'$ is not a $\bar{B}$-maximal schedule we make it $\bar{B}$-maximal by adding the batch instance that is a reduction of $\bar{B}$ and which consists of all the jobs in $J(\bar{B})$ that were not scheduled in $S'$. Later, we observe that this batch instance is guaranteed to be available.

We are going to choose $\bar{B}$ and decompose $w$ such that the following two conditions hold.

**The $w_1$ condition:** Every $\bar{B}$-maximal schedule is a 4-approximation with respect to $w_1$.

**The $w_2$ condition:** For every available batch instance $B$ that is a reduction of $\bar{B}$, $w_2(B) = 0$.

**Proposition 3.1.** Suppose that the method for choosing $\bar{B}$ and decomposing the weight function satisfies both the $w_1$ and the $w_2$ conditions. Then, the schedule $S$ returned by the algorithm is a 4-approximation.

**Proof.** Clearly, the first step in which instances of non-positive weight are deleted does not change the optimal value. Thus, it is sufficient to show that $S$ is a 4-approximation with respect to the remaining instances. The proof is by induction on the number of recursive calls. At the basis of the recursion, the schedule returned is optimal (and hence a 4-approximation), since no instances remain. For the induction step, assume that $S'$ is a 4-approximation solution with respect to $w_2$. Note that $S$ is either the same as $S'$ or is given by adding an available batch instance that is a reduction of $\bar{B}$ to $S'$. It follows from the $w_2$ condition that $S$ is a 4-approximation with respect to $w_2$. Since $S$ is $\bar{B}$-maximal, it follows from the $w_1$ condition that it is also a 4-approximation with respect to $w_1$. Thus, by the Local Ratio Theorem, it is a 4-approximation with respect to $w$. 

It remains to specify how to determine $\bar{B}$ and the decomposition of the weight function. The choice of $\bar{B}$ is done by selecting a batch instance with minimum end-time among all batch instances. Among all batch instances with the minimum end-time we select a batch instance $\hat{B}$ such that $\hat{B}$ is maximal with respect to extension; i.e., there are no other simultaneous batch instances $B'$ such that $J(\hat{B}) \subset J(B')$. Among all these batch instances we select a batch instance with the maximum weight, breaking ties arbitrarily.

We now define the decomposition $w = w_1 + w_2$. Recall that, initially, for each batch instance $B$, $w(B) = \sum_{j \in J(B)} w_j$. During the recursive calls, the weight of each batch instance is changed and will be given by

$$w(B) = \sum_{j \in J(B)} u_{j,B} - \Delta_B.$$ 

Initially, $u_{j,B} = w_j$ and $\Delta_B = 0$, for all batch instances $B$. Thus, the initial weight of a batch instance $B$ is the sum of the original weights of the jobs in $J(B)$.

Consider now a recursive call defined by $\Delta_B$ and $u_{j,B}$, for all batch instances $B$ and jobs $j \in J(B)$. These quantities determine the weight $w(B)$ of each batch instance $B$. We show the decomposition of the weight $w(B)$ into $w_1(B) + w_2(B)$. It suffices to define $w_2(B)$ which is determined by the updated values of $u_{j,B}$ and $\Delta_B$. The value of $w_1(B)$ is therefore the amount of weight added or subtracted from $w(B)$ to define $w_2(B)$.

The following quantities are defined based on the values of $u_{j,B}$ before the update. For a batch instance $B$:

- let $u(B) = \sum_{j \in J(B)} u_{j,B}$, and
- let $m(B) = \max \{ u(B') \}$ over all the batch instances $B'$ that are extensions of $B$.

Later, we show how to maintain these quantities implicitly in polynomial time.

The quantities $\Delta_B$ and $u_{j,B}$ are updated only for batch instances that conflict with $\bar{B}$. We distinguish between three types of such conflicting batch instances:

1. For each batch instance $B$ that conflicts with $\bar{B}$ only in jobs (i.e., a batch instance $B$ for which $I(\bar{B})$ and $I(B)$ do not intersect, but $J(\bar{B})$ and $J(B)$ intersect), $\Delta_B$ remains unchanged. For each $j \in J(B) \cap J(\bar{B})$, $u_{j,B}$ is decremented by its “relative share” of $w(\bar{B})$; that is,

$$u_{j,B} = u_{j,B} - \frac{u_{j,\hat{B}}}{w(\bar{B})} w(\hat{B}).$$

As a result, in this case,

$$w_1(B) = \frac{\sum_{j \in J(B) \cap J(\hat{B})} u_{j,\hat{B}}}{u(\bar{B})} w(\bar{B}).$$
2. For each batch instance \( B \) that is a reduction of \( \tilde{B} \), set
\[
\Delta_B = \sum_{j \in B} u_{j,B}
\]
and keep \( u_{j,B} \) unchanged. Note that this implies that \( w_2(B) = 0 \) and \( w_1(B) = w(B) \).

3. For each batch instance \( B \) that is not a reduction of \( \tilde{B} \) and which conflicts with \( \tilde{B} \) in time, increment \( \Delta_B \) by
\[
\max \left\{ \frac{1}{2}, \frac{u(B)}{m(B)} \right\} \cdot w(\tilde{B}).
\]
In words, consider the ratio of \( u(B) \) to \( m(B) \): if it is at most half, increment \( \Delta_B \) by \( \frac{1}{2}w(\tilde{B}) \), otherwise increment it by \( w(\tilde{B}) \) multiplied by this ratio. The quantities \( u_{j,B} \) are unchanged. Note that the value of \( w_1(B) \) is exactly this increment in \( \Delta_B \).

To prove the correctness of our algorithm, we need to show that every \( \tilde{B} \)-maximal schedule is a 4-approximation with respect to \( w_1 \). For this we show that the optimal weight is at most \( 2w_1(\tilde{B}) \), and that the weight of every \( \tilde{B} \)-maximal solution is at least \( \frac{1}{2}w_1(\tilde{B}) \).

**Lemma 3.1.** The optimal solution with respect to \( w_1 \) is at most \( 2w_1(\tilde{B}) \).

*Proof.* Consider an optimal solution that consists of a set of batch instances \( B \). By the definition of \( w_1 \), the weight of all the batch instances in \( B \) that do not conflict with \( \tilde{B} \) is zero.

If the optimal solution contains \( \tilde{B} \), then it cannot contain any other batch instance that conflicts with \( \tilde{B} \). It follows that \( \sum_{B \in B \setminus \{\tilde{B}\}} w_1(B) = 0 \), and the weight of the optimal solution is \( w_1(\tilde{B}) \).

Suppose that the optimal solution does not contain \( \tilde{B} \). In this case it may contain batch instances that conflict with \( \tilde{B} \) only in jobs, and at most one batch instance \( B \) that conflicts with \( \tilde{B} \) in time. Note that for all batch instances \( B \in B \) that conflict with \( \tilde{B} \) only in jobs \( \Delta_B = 0 \), and thus \( w_1(B) = \sum_{j \in B} u_{j,B} \cdot w(\tilde{B}) \).

Since the sets \( J(B) \) for all batch instances \( B \in B \) that conflict with \( \tilde{B} \) only in jobs are mutually disjoint, the union of these sets may include at most one copy of each job \( j \in \tilde{B} \). Let \( H \subseteq J(\tilde{B}) \) be the subset of the jobs in \( J(\tilde{B}) \) included in the union of these sets. The sum of the weights of all these batch instances is bounded by
\[
\frac{\sum_{j \in H} u_{j,B}}{u(B)} \cdot w(\tilde{B}) \leq w(\tilde{B}) \cdot \frac{1}{2}w_1(\tilde{B}).
\]

Now, consider the batch instance \( \tilde{B} \) that conflicts with \( B \) in time. If \( B \) is not a reduction of \( \tilde{B} \) then \( w_1(B) \) equals to the increment in \( \Delta_B \) which is bounded by \( w_1(\tilde{B}) \).

Suppose that \( \tilde{B} \) is a reduction of \( \tilde{B} \). Since \( I(\tilde{B}) = I(\tilde{B}) \), both \( B \) and \( \tilde{B} \) start to conflict in time with the batch instances chosen in the recursive calls at the same time. Also, following the first such call, both conflict in time with all the batch instances chosen in subsequent recursive calls, until the recursive call in which \( \tilde{B} \) is chosen. Note that this implies that \( u_{j,B} = 0 \), for all \( j \in J(\tilde{B}) \subseteq J(\tilde{B}) \). This is because \( u_{j,B} \) and \( u_{j,B} \) are updated in the same way in all recursive calls before \( \tilde{B} \) and \( \tilde{B} \) start to conflict in time with the batch instances chosen in the recursive calls, and are kept unchanged from that point on. It follows that \( u(B) \leq u(\tilde{B}) \).

By our choice of \( \tilde{B} \), \( m(\tilde{B}) = u(\tilde{B}) \) and \( m(B) = u(B) \). Hence,
\[
\Delta_B \geq \frac{u(B)}{u(\tilde{B})} \Delta_{\tilde{B}}.
\]
It follows that \( w_1(B) = u(\tilde{B}) - \Delta_{\tilde{B}} \leq w_1(\tilde{B}) \).

**Lemma 3.2.** The weight of every \( \tilde{B} \)-maximal solution is at least \( \frac{1}{2}w_1(\tilde{B}) \).

*Proof.* To prove this claim we distinguish between three cases.

**Case 1:** If \( \tilde{B} \) belongs to the solution, the claim is clearly true.

**Case 2:** The solution contains a batch instance \( B \) that is not a reduction of \( \tilde{B} \) and conflicts with \( \tilde{B} \) in time. By our construction, \( w_1(B) \) equals to the reduction in \( \Delta_{\tilde{B}} \), which is at least \( \frac{1}{2}w_1(\tilde{B}) \).

**Case 3:** Suppose that the solution does not contain any batch instance that is not a reduction of \( \tilde{B} \) and conflicts with \( \tilde{B} \) in time. The solution may schedule some of the jobs in \( J(\tilde{B}) \) in batch instances that do not conflict with \( \tilde{B} \) in time. Let \( H \subseteq J(\tilde{B}) \) be the set of these jobs.

**Case 3.1:** \( \sum_{j \in H} u_{j,B} \geq \frac{1}{2}w(\tilde{B}) \). Note that the sum of the \( w_1 \)-weights taken over all batch instances that contain a job from \( H \) is
\[
\frac{\sum_{j \in H} u_{j,B}}{u(B)} \geq \frac{1}{2}w_1(\tilde{B}) \cdot \frac{1}{2}w(\tilde{B}) \cdot \frac{1}{2}w_1(\tilde{B}).
\]

**Case 3.2:** \( \sum_{j \in H} u_{j,B} < \frac{1}{2}w(\tilde{B}) \). Consider the batch instance \( B \) which is a reduction of \( \tilde{B} \) and consists of the jobs in \( J(\tilde{B}) \setminus H \). To make the solution \( \tilde{B} \)-maximal, the batch instance \( B \) has to be added to the solution. As in the proof of Lemma 3.1 \( u_{j,B} = u_{j,B} \) for all \( j \in J(\tilde{B}) \subseteq J(\tilde{B}) \). It follows that \( u(B) > \frac{1}{2}w(\tilde{B}) = \frac{1}{2}m(B) \), and thus \( \Delta_{\tilde{B}} = \frac{u(B)}{u(\tilde{B})} \Delta_{\tilde{B}} \). We get that
\[
\frac{u(B)}{u(\tilde{B})} = \frac{u(B) - \Delta_{\tilde{B}}}{u(\tilde{B})} \left( u(\tilde{B}) - \Delta_{\tilde{B}} \right)
\]
\[
\frac{u(B)}{u(\hat{B})} w_1(\hat{B}) > \frac{1}{2} w_1(\hat{B}).
\]

Finally, the batch \( B \) is guaranteed to be available since \( \frac{1}{2} w_1(\hat{B}) > 0. \)

\[\square\]

### 3.1 Polynomial-time implementation

We now show that the algorithm can be implemented in polynomial time. To this end, we need to show that the number of recursive calls is polynomial and that the bookkeeping can be done in polynomial time. During the run of the algorithm we say that the algorithm processed time \( t \), if the minimum end-time of the batch instances currently considered by the algorithm is later than \( t \). Each recursive call of the algorithm is associated with a call time which is the end-time of the batch instance \( \hat{B} \) in that call.

We first show how to maintain \( u_{j,B} \) and \( \Delta_{B} \).

1. \( \Delta_{B} = 0 \) as long as the algorithm has not processed time \( t(B) \) (the start point of \( B \)).
2. \( \Delta_{B} \) is the same for all simultaneous batch instances \( B \) from the same family for which \( u(B) = m(B) \).
3. \( u_{j,B} \) is identical for all batch instances \( B \) such that \( t(B) \) is later than the current call time \( \hat{t} \).
4. \( u_{j,B} \) remains unchanged after the recursive call with the latest call time that ends before \( t(B) \).

For a job \( j \in J \), to maintain \( u_{j,B} \) we maintain one single set of values for all batch instances \( B \) such that \( t(B) \) is later than the current call time \( \hat{t} \). We maintain \( u_{j,B} \) for all batch instances \( B \) such that \( t(B) \leq \hat{t} \leq t(B) + p(B) \) implicitly. This can be done since \( u_{j,B} \) can be computed using \( u_{j,B'} \) where \( t(B') > \hat{t} \), which is maintained. \( u_{j,B} \) is \( u_{j,B'} \) plus the total reductions of \( u_{j,B'} \) in all the recursive calls with call times between \( t(B) \) and \( \hat{t} \). Since the number of these calls is polynomial, this can be computed in polynomial time.

To maintain (implicitly) \( \Delta_{B} \) for all batch instances \( B \) such that \( t(B) \leq \hat{t} \leq t(B) + p(B) \), we note that \( \Delta_{B} \) is \( u(B)/m(B) \) time the sum of \( w(\hat{B}) \) in all recursive calls with call times in the interval \([t(B), \hat{t}]\). Again, since the number of these calls is polynomial, this can be computed in polynomial time. We remark that \( m(B) \) can be computed by checking if \( |J(B)| < b \) and in case this is true \( m(B) \) is given by adding to \( u(B) \) the weight of (at most) \( b - |J(B)| \) jobs not in \( J(B) \) from the family \( f(B) \) with the maximum value of \( u_{j,B} \).

Consider one of the recursive calls. Recall that \( \hat{B} \) is the batch instance having the maximum weight among all batch instances having minimum end-point (denoted by \( \hat{t} \)). Time \( \hat{t} \) is easy to compute since the input is discrete. To find \( \hat{B} \) we consider all the jobs that can be finished at time \( \hat{t} \). We have one candidate for \( \hat{B} \) from each family. Consider a job family \( f \). We first find the maximum \( m(B) \) for all batch instances from family \( f \). This is the sum of (up to) \( b \) jobs from family \( f \) that can end at \( \hat{t} \) with the maximum value of \( u_{j,B} \) (which is the same for all batches \( B \) from \( f \) with this end-time). The candidate is a batch instance \( B \) with \( u(B) \) equals this maximum.

Finally, we remark that since at each recursive call we delete at least one batch instance that is maximal with respect to extension (and its reductions), the number of recursive calls is polynomial.

### 3.2 Continuous Input

We now explain how to handle continuous input, i.e., the case where batches can start at any point on the time line. Our exposition follows [BB+00]. The idea is to operate on whole windows at a time, rather than modify the parameters of individual batch instances. At each iteration we delete all windows whose batch instances have non-positive profit, and find a batch instance \( \hat{B} \) with earliest end-time among the remaining batch instances. The invariant that we maintain is that the parameters of all job instances belonging to the same window are the same. This requires splitting windows; it is easy to see that the points at which the time windows may be split are all of the form: start-time of some window plus a finite sum of lengths of batch instances (not necessarily of the same family). Since any such point can be no greater than the maximum end-time of an instance, there are only finitely many such points. Thus, this implementation always halts in finite, if super-polynomial, time. In order to attain polynomial running time we trade accuracy for speed. For any fixed \( \varepsilon, 0 < \varepsilon < 1 \), we modify the algorithm as follows. Whenever \( \hat{B} \) is chosen such that \( w(\hat{B}) \) has dropped below \( \varepsilon \cdot \sum_{j \in J(\hat{B})} w_j \) we simply delete the window containing \( \hat{B} \) and do not alter any other parameters. It can be shown that the running time of the algorithm with this change is \( O(1/\varepsilon) \) times the running time of the discrete input algorithm. The approximation factor obtained degrades by an additive factor of \( \varepsilon \), to \( 4 + \varepsilon \).

The reader is referred to [BB+00] for more details.
3.3 Multiple Machines
The way to handle multiple machines also follows [BB+00]. The recursive calls are the same as for the single machine case, the only change is in the value of $w_i(B)$ for every batch instance $B$ that is not a reduction of $\bar{\beta}$ that conflicts with $\bar{\beta}$ in time. The increment of $\Delta_B$ for these batch instances is $\frac{1}{2} \max \{ \frac{1}{2} \frac{t(B)}{m(B)} w(\bar{\beta}) \}$; that is, $\frac{1}{2}$ of the increment in the single machine case, where $k$ is the number of machines. Similar to the technique described in [BB+00] and following the proof above, it can be shown that after this modification the optimal weight is at most $2w_1(\bar{\beta})$, and that the weight of every $\bar{\beta}$-maximal solution is at least $\frac{1}{2}w_1(\bar{\beta})$.

4 Unbounded Batching
We describe here how to obtain improved approximation factors for unbounded batching. For continuous input the improved factor is $2 + \varepsilon$. For discrete input the improved factor is 2, however, we need to make the following assumption. For every job $J_j$, if $[t_1, t_2]$ and $[t_3, t_4]$, where $t_1 < t_2$, are feasible time intervals for $J_j$ $(t_4-t_3 = t_2-t_1 = p_j)$, then if $[t', t'']$, where $t_1 < t' < t_3$, is feasible for any job in the family $J_j$, it is also feasible for $J_j$. We present the algorithm for the case of a single machine and discrete input. The extensions to continuous input, multiple machines, and all implementation issues are similar to the general algorithm. The algorithm follows the framework of the generic scheme. The only difference is in the way the weight function $w_1$ is computed and in the transformation of $S'$ to $S$.

We consider the jobs in $J(\bar{\beta})$ in descending order of deadline: $j_1, j_2, \ldots$. Let $z$ be the maximum index such that $\sum_{i=1}^{z} u_{j_i, \bar{\beta}} \leq w(\bar{\beta})$. Since $\Delta_B$ can be greater than zero, it follows that $z$ is not necessarily the size of $J(\bar{\beta})$. Let

$$\delta = w(\bar{\beta}) - \sum_{i=1}^{z} u_{j_i, \bar{\beta}} .$$

Note that $\delta \neq 0$ only if $\sum_{i=1}^{z} u_{j_i, \bar{\beta}} < w(\bar{\beta})$. We change the definition of $\bar{\beta}$-maximal solution to be a solution that schedules $j_1, \ldots, j_{z+1}$. To define the decomposition we define $w_2$ by showing how $u_{j_i, \bar{\beta}}$ and $\Delta_B$ are updated. These quantities will be updated only for batch instances that conflict with $\bar{\beta}$.

1. Suppose that batch instance $B$ conflicts with $\bar{\beta}$ only in jobs. For each job $j \in \{ j_1, \ldots, j_z \} \cap J(B)$, set $u_{j_i, \bar{\beta}}$ to zero. If $j_{z+1} \in J(B)$ then decrement $u_{j_{z+1}, \bar{\beta}}$ by $\delta$. The value of $\Delta_B$ remains unchanged.

2. For each batch instance $B$ that is not a reduction of $\bar{\beta}$ that conflicts with $\bar{\beta}$ in time increment $\Delta_B$ by $w(\bar{\beta})$.

3. For each batch instance $B$ that is a reduction of $\bar{\beta}$, set $w_1(B) = w(B)$.

Note that in the recursive call, the weight of jobs $\{ j_1, \ldots, j_z \}$ is zero and thus we may assume that they are not present. To turn the schedule $S'$ into a $\bar{\beta}$-maximal solution we do the following. If $S'$ does not schedule any jobs in $J(\bar{\beta})$, we add $\bar{\beta}$ to $S'$ to form $S$. Otherwise, $S'$ scheduled some jobs in $J(\bar{\beta})$. Suppose that $S'$ contains a batch $B$ such that $J(B) \cap J(\bar{\beta}) \neq \emptyset$. Since $\delta$ is unbounded and $t(\beta) + p_B$ is guaranteed to be earlier than the deadlines of $\{ j_1, \ldots, j_z \}$ we may extend $\bar{\beta}$ to include these jobs as well. For the same reason we may extend $\bar{\beta}$ to include $j_{z+1}$ as well, in case it was not scheduled already. This may only increase the value of the solution relative to $w_2$ and make it $\bar{\beta}$-maximal.

It is easy to see that in the problem with respect to $w_1$ the optimal weight is at most $2w_1(\bar{\beta})$. We prove that the weight of every $\bar{\beta}$-maximal solution is at least $w_1(\bar{\beta})$. The 2-approximation follows.

**Lemma 4.1.** The weight of every $\bar{\beta}$-maximal solution is at least $w_1(\bar{\beta})$.

**Proof.** Note that the $\bar{\beta}$-maximal solution would never schedule a batch instance that is a reduction of $\bar{\beta}$. The claim is clearly true in case batch instance $\bar{\beta}$ is in the solution. Otherwise, all jobs $\{ j_1, \ldots, j_{z+1} \}$ are scheduled in batch instances that do not conflict $\bar{\beta}$ in time. Let $\bar{\beta}$ be the set of batch instances in which these jobs are scheduled. By our construction $\sum_{B \in \bar{\beta}} w_1(B) = w_1(\bar{\beta})$.

5 Exact Algorithms
5.1 Small Slacks
Consider the case where for any job $J_i$, $s_j = d_j - (r_j + p_j) < p_j$. Then our problem can be reduced to maximum weighted $k$-colorable subgraph on interval graphs. For each family $j$ and any time $t$, we define an interval whose weight is the maximal possible weight of a batch from family $j$ that can be scheduled at $t$. Since each of the jobs has a small slack, if we schedule at time $t$ a batch that contains the job $J_i$, then clearly $J_i$ is not contained in the next batch of $f$ (since $d_j < t + 2p_j$). Thus, the problem for $k$ parallel machines is reduced to the maximum weight $k$-colorable graph problem on the resulting instance of interval graph, whose size is polynomial in the sum of the slack times. We conclude

**Theorem 5.1.** The $p[f - \text{batch}, s_j < p_j] \sum w_j(1 - U_j)$ can be solved in weakly polynomial time.
5.2 Fixed Number of Families

When the number of families is fixed, our problem can be solved using dynamic programming (DP). For bounded batch size we have the following result.

**Theorem 5.2.** The problem \( 1 | f - \text{batch} , b , r_j , F = \text{const} | \sum w_j (1 - U_j) \) can be solved optimally in \( O(n^{F^2 + 3F^3 + 3} \log n) \) steps.

Our algorithm relies on the following structure of optimal schedules. (We omit the proof.)

**Proposition 5.1.** There exists an optimal schedule with the following property. Let \( B \) be a scheduled batch instance and suppose that \( d(B) \) is the maximum due date among all jobs in \( J(B) \), then no job from family \( f(B) \) with release date \( r < t(B) \) and due date \( d < d(B) \) is scheduled after time \( t(B) \).

Let \( W(t, \tau_1, \ldots, \tau_F, \delta_1, \ldots, \delta_F) \) be the maximal weight of a schedule which starts at time \( t \), given that the last batch of jobs from family \( f \), \( 1 \leq f \leq F \), was scheduled at time \( \tau_f < t \) and \( \delta_f \) is the largest due date of any scheduled job from family \( f \). Denote by \( \text{nextarrival}(t) = \min_{r_j > t} r_j \). Then \( \alpha(t) = W(\text{nextarrival}(t), \tau_1, \ldots, \tau_F, \delta_1, \ldots, \delta_F) \) is the maximal weight of a schedule that starts at the time of the first arrival of some job after \( t \), with \( \tau_f, \delta_f \) defined as above, \( 1 \leq f \leq F \).

Given a partial schedule that ends by the time \( t \), let \( \delta'_f > \delta_f \) be the due date of some job from family \( f \). Recall that \( J_{f,t} \) is the collection of subsets of jobs from family \( f \) that can be scheduled at time \( t \). Then, by Proposition 5.1, we can define

\[
J_{f,t} = \left\{ B \mid \|B\| \leq b \text{, } \forall J \in J(B) \text{ } j_f = f \text{, } \begin{array}{c}
\tau_j \leq t, \text{ } d_j \geq t + p_f, \text{ } d_j \leq \delta'_f, \\
r_j > \tau_f \text{ or } \delta'_f < d_j \end{array} \right\}.
\]

The maximum weight of any batch \( B \in J_{f,t} \) is given by

\[
\text{maxweight}(f, t, \tau_f, \delta_f, \delta'_f) = \max_{B \in J_{f,t}} \{ \sum_{j \in \{B\}} w_j \}.
\]

Suppose that we schedule a batch from \( f \) at time \( t \), then given the values \( \tau_1, \ldots, \tau_{f-1}, t, \tau_{f+1}, \ldots, \tau_F \), and the latest due date of any scheduled job, \( \delta_1, \ldots, \delta_{f-1}, \delta'_f, \delta_{f+1}, \ldots \), we define

\[
\beta_t(f, \delta_f') = W(t + p_f, \tau_1, \ldots, \tau_{f-1}, t, \tau_{f+1}, \ldots, \tau_F, \delta_1, \ldots, \delta_{f-1}, \delta'_f, \delta_{f+1}, \ldots, \delta_F) + \text{maxweight}(f, t, \tau_f, \delta_f, \delta'_f)
\]

to be the sum of the maximal total weight of a schedule that starts at time \( t + p_f \), and the maximum weight of a batch from family \( f \) scheduled at the time \( t \), in which the maximal due date of any job is \( \delta'_f \).

**Lemma 5.1.** \( W(t, \tau_1, \ldots, \tau_F, \delta_1, \ldots, \delta_F) \) can be calculated by the following recursion:

\[
W(t, \tau_1, \ldots, \tau_F, \delta_1, \ldots, \delta_F) = \max(\alpha_t, \beta_t(f, \delta_f'))
\]

**Proof.** Given that we have scheduled batches up to time \( t \), with the values \( \tau_1, \ldots, \tau_F \), we can proceed in one of the following ways: (i) select a family \( f \), for some \( 1 \leq f \leq F \), and schedule a batch from \( f \) at time \( t \). The batch will contain all the jobs from family \( f \) that belong to \( J_{f,t} \). We need to optimize on the weight of the selected batch, taking for each family \( f \) all possible values for the maximal due date in the batch, \( \delta'_f \); (ii) move to the next possible batch starting point, which is the time of closest job release time; (iii) if neither of the above is possible, then no more jobs can be scheduled.

**Proof of Theorem 5.2:** Let \( \text{DP} \) be a dynamic programming algorithm which calculates \( W \) using Lemma 5.1. The weight of an optimal schedule can be found by calculating \( W(0, 0, \ldots, 0, 0, \ldots, 0) \). This is the maximum weight of a schedule starting at time \( 0 \), where no batches were scheduled (or alternately, where dummy batches containing jobs with zero weights and zero processing time were scheduled at time \( 0 \) for each family). We can obtain the resulting schedule by storing in a table the decision made in each step.

For the complexity of \( \text{DP} \), it can be shown that there exists an optimal schedule in which every batch starts at a release date or at the end of another batch. Hence, the possible number of scheduling points is \( O(n^{F+1}) \), and since the number of due dates is bounded by \( n \), we need to calculate \( W \) in at most \( O(n^{F^2 + 3F + 3} \) points.

The optimal batch for a specific scheduling point is found by examining all the possible new maximum due dates: for each we find the set of feasible jobs, sort the jobs by weights, and select up to \( b \) jobs with maximal weight from each family. This can be done in \( O(n \cdot n \log n) \) steps. Hence the overall running time is

\[
O(n^{F^2 + 3F^3 + 2} \log n).
\]

When the batch size is unbounded, we can improve the complexity of \( \text{DP} \).

**Theorem 5.3.** The problem \( 1 | f - \text{batch} , r_j , b > n_j , F = \text{const} | \sum w_j (1 - U_j) \) can be solved optimally in \( O(n^{F^2 + 3F^3 + 1}) \) steps.

5.3 Small Number of Release Times and Due Dates

Consider now the case where the number of distinct release dates \( R \) and due dates \( D \) is bounded by some constant, the batch size is fixed, and the jobs have the
same (unit) length. We partition the jobs into groups: the jobs in the group \((f,k,l)\) belong to the family \(f\), have the \(k\)-th release time and the \(l\)-th due date. A naive dynamic programming scheme will run in super-polynomial time, since the possible number of batch instances that can be scheduled at any point of time is large. Therefore we preclude our dynamic programming algorithm (DP') by a greedy phase, in which we schedule a maximal number of full batches.

The algorithm Reverse-Full-Greedy (RFG) iteratively schedules batches ‘backwards’: from the maximum due date to time zero. The jobs are scheduled using time windows. Let \(d_0 = 0, d_1 \leq \ldots \leq d_D\) be the set of due dates of the given instance; then, the \(l\)-th windows is the time interval \([d_{l-1}, d_l)\), \(1 \leq l \leq D\). In the \(l\)-th window, RFG schedules as many full batches as possible from each group that meet the window’s maximal due date, \(d_l\). In doing so, RFG gives higher priority to groups with large release dates. If the \(l\)-th window is large enough, then at most \(b - 1\) unscheduled jobs will remain from each of the groups; else (i.e., the window becomes full), the remaining jobs from each group are moved to the group from the same family and release date with maximal due date \(d_{l-1}\). By the end of the greedy phase, some of the time windows are “full”. We may ignore these windows in the second phase. For each window that is not full we are guaranteed that at most \((b - 1)\) jobs from each group can be scheduled in it.

In the second phase we exhaustively search for the optimal schedule of the remaining jobs in the “holes” that remained in the schedule. Algorithm DP’ uses the fact that all families with the same number of remaining jobs in all groups, \((f,k,l)\) for all values of \(l, k\), are equivalent with respect to scheduling possibilities. The detailed algorithm will be given in the full version of the paper. We conclude with the next result.

**Theorem 5.4.** Let \(b, D, R \geq 1\) be some constants. Then the problem \(P = \text{batch}, p_j = 1, b = \text{const}, D = \text{const}, R = \text{const} \sum_j (1 - U_j)\) can be solved in \(O(n^{(b+R-1)})\) steps.

**References**


