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Abstract

Securitypropertiesbasedon information flow; sud as
noninterfeence provide strong guaranteesthat confiden-
tiality is maintained.However, programsoftenneedto leak
someamountof confidentialinformationin order to serve
their intendedpurpose and thus violate noninterfeence
Real systemghat contol information flow often include
medanismdor downgmadingor declassifyingnformation;
however, declassificatiortaneasilyresultin theunexpected
releaseof confidentialinformation.

This paper introducesa formal model of information
flow in systemghat include intentional information leaks
and showshow to characterize what information leaks.
Further, wedefinea notionof robustnesgor systemshatin-
cludeinformationleaksintroducedby declassificationRo-
bustsystem$iavethe propertythat an attadcer is unableto
exploit declassificatiorchannelsto obtain more confiden-
tial informationthanwasintendedo bereleasedWe show
that all systemssatisfyinga noninterfeence-lile property
arerobust; for othersystems;obustnessnvolvesa nontriv-
ial interactionbetweerconfidentialityandintegrity proper
ties. We expectthis modelto provide new toolsfor thechar-
acterizationof information flow propertiesin the presence
of intentionalinformationleaks.

1 Intr oduction

Informationflow control hasfor sometime offeredthe
promiseof a higherlevel approactto maintainingthe con-
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fidentiality andintegrity of data.Policiesfor theflow of in-
formation,suchasnoninterferenc¢8], have the advantage
over accescontrol policiesin that they can corveniently
expresgrecise system-widegestrictionsontheflow of sen-
sitive data. The useof informationflow controlshasbeen
only partially successfulhowever. Enforcementmecha-
nismshave often beenoverly restrictve, preventinguseful
systemdrom beingbuilt. An evengreaterdifficulty is that
real systemsften do leak someamountof confidentialin-
formation, by intention. For example,evena programthat
checkspasswrdsleaksa small amountof information (in
aninformation-theoreticensepboutthe actualpassverds,
whenqueriedwith anincorrectpassverd.

To accommodat@rogramshatleakinformationby de-
sign, informationflow controlsoften include somenotion
of declassifyinginformation (downgmading the sensitvity
labelson thedata).Becausedhe useof declassificatioomay
violateinformationflow policies,its invocationis limited to
appropriatehtrustedsubjects Onedifficulty with theaddi-
tion of a declassificatioomechanisnis decidingwhenthe
declassificatioris appropriate.Oncea channelis addedto
the systemalongwhich sensitvity labelsaredowngraded,
thereis the potentialfor the channeto beakusedto release
sensitve informationotherthanthatintended.

For example, considera subroutinethat checkspass-
words. If a userhasaccesgo anothersubroutinethat al-
lows the users own passverd to be modified freely, this
pair of routinescanbe usedto laundersensitve dataonebit
atatime, asfollows. A sensitve booleanvalueis encoded
in the passverd thatthe userassignshimself; this valueis
thenlaunderedy checkingwhetherthe users passverd is
one of the encodings. Thus, the declassificatiomeeded
in order to reducethe sensitvity labelson the passvord
checler’s result—sothat it canfunction asintended—can
be exploitedto leak otherinformationaswell.

In somesystemsfor information flow control, suchas
the decentralizedabel model [16], labelscanbe assigned
to thesesubroutinedo preventthis exploitation of declassi-
fication. However, the underlyingproblemstill exists: how



to determinavhendeclassificatiolis notbeingexploited. In
this paperwe explorethisissue developingaformalmodel
for identifying what informationis actuallyleaked by pro-
gramsthatcontainintentionalinformationleaks,undervar-
ious assumptiongboutthe abilities possessely attaclers
who areattemptingto stealconfidentialdata.

We considentwo kinds of attaclers: First, therearepas-
sive attaclerswho areableto imperfectlyobsenre the state
of acomputationasystemasit evolves:someaspect®f the
systemstateareobsenable,andothersarenot. Givensuch
a systemwe cancharacterizevhatinformationpassve at-
tackersmaybeableto learnthroughobsenationalone.Sec-
ond, we consideractive attaclerswho areablenot only to
obsene the behavior of the systembut alsoto modify it.
Our formal modelis sufiiciently generalthat it can cap-
ture both changego the datausedby the programandalso
changedo the executionof the program. Active attaclers
are of interestbecauseve wish to build intrusion-tolerant
systemsBy modelingactive attaclersformally, we cande-
terminewhat confidentialityguaranteesanbe offeredin a
partially compromisedystemandrelatethe degreeof sys-
temintrusionto boundson theinformationleaked.

The major contribution of this paperis the definition of
whena computationakystemis robust with respectto an
active attacler. Given a systemthat containssomeinten-
tional flows of confidentialinformation, the systemis ro-
bust with respectto a classof active attaclersif theseat-
tackerscanlearnnomoreabouttheconfidentiainformation
throughactive attacksthanthey canthroughpassie obser
vation. Equivalently, a systemis robustif theintentionalin-
formationleaksthatit containscannotbeexploitedthrough
active attackto learn more thanwas intended. In accor
dancewith thisintuition, we areableto prove thata system
containingno information leaksis alsorobust. By giving
examplesof robustandnonrohustsystemsye demonstrate
thatrobustnesss anuseful,nontrivial propertyof computa-
tional systemghat resultsfrom aninteractionbetweenthe
confidentialityandintegrity propertief the system.

The restof the paperis structuredasfollows. In Sec-
tion 2, we introducea formal modelfor the computational
system.We definea simplesecuritypropertythat captures
possibilisticinformation flow within the system,and for-
mally describea passve attacler. Section3 illustratesthe
systemmodel usingthe passwerd-launderingexample. In
Section4, the modelof anactive attacler is developed;ro-
bust declassificatioris then definedand someof its more
interestingpropertiesare shovn to hold. In Section5, we
concludewith somediscussioraboutthe relatedwork, the
benefitsof thesemodels,andpossiblefuture applications.

2 SystemModel

A systemS = (X, —) consistof asetof statesX, and
a transitionrelation— C ¥ x ¥. We useo, o', 0;, etc,
to rangeover the elementsf ¥, andwe write 0 — o' if
the pair (o, 0') is in the relation —. We further assume
thatthe relation — is reflexive: for eacho € ¥ we have
o~ o.IfS; = (X,—~1)andS; = (X, —,) aresystems
overthe samesetof stateswe write S; U S, for thesystem
<E, = U '—)2).

A trace 7 of a systemS is ary finite sequencery —
o1+~ 02— ...~ o, 1 Wheren > 1. If 7 isatrace,we
write 7(4) for theit* statein thetrace.For ary states in %,
we usethe notation Tre, (S) for the setof tracesstartingat
o. Thesetof all tracesof S is denoteddy Tre(S):

Tre(S) o U Treq(S)

ocEX

Thesetof tracesfor the systemS is completelydetermined
by its relation — .

Following previouswork on state-basethodelsof com-
putation[2], we write 7 = 7' if the trace T is stutter
equialentto 7. In whatfollows, we considertracesequal
up to stuttering, but we will be explicit aboutusing =-
equivalencewhereit makesthe expositionclearer We also
extendthe useof = to setsof traces If T andT" aresetsof
tracesthenT = T’ wheneverthey containthe sametraces
modulo=, formally:

VreT.IF el . r=7)ANNVT €T . IreT.7=17")

Note that identifying tracesup to stutterequivalenceis
compatiblewith our assumptionthattherelation — s re-
flexive becausextra“null” transitionss — ¢ canbeelim-
inatedfrom the trace. If 7 € Tre(S) and7 = 7' then
7' € Tre(S).

We also usethe notation= to meanstutteringequi-
alenceof sequencedrom an arbitrary set X; that is if
z,y € X* wewrite z = y whenever x andy arestutter
ing equivalent.

2.1 Viewsof a System

A view of the systemS is an equivalencerelation ~
on X. An equivalencerelationcorrespondso an ability to
distinguishdifferentstatesof the systemsS; the moredis-
tinctions madeby the relation~, the more informationis
known aboutS. Views correspondo securitydomainsor
clearancdevelsbecausehey describea portionof the state
accessibléo anobsenrer.

For example, considerthe set of statesX consisting
of pairs (h,l), where h rangesover some high-security
dataand ! rangesover low-security data. An obsenrer



with low-securityaccesgonly permittedto seethe! com-
ponent) can seethat the states(attack at dawn,3) and
(do not attack, 4) aredifferent(because # 4), but will
beunableto distinguishthestategattack at dawn, 3) and
(do not attack, 3). Thus,with respecto this view (x2):

(attack at dawn, 3) &~ (do not attack, 3)
(attack at dawn, 3) % (do not attack, 4)

The universalrelation, which we write ~ | , relatesev-
ery stateto every otherstate. It correspondso having no
knowledgeof the stateof the system.Corversely theiden-
tity relation,givenby =, correspondso perfectinforma-
tion aboutthe stateof the system: ary two statescan be
distinguished.If = is a view of S, we write [¢], for the
equialenceclassof the states with respecto ~.

Let Z(X) be the setof all views of the system. This
setforms a completelattice in which the equivalencere-
lation = 4 is lessthanthe equivalencerelation~pg (writ-
tenx~ 4 Cz ~p) wheneerxp C ~4 assets.Underthis
ordering,~T is the top of the lattice and~ is the bot-
tom element. The lattice join operation,Liz, is given by
intersectingherelations,andthe meetoperationfiz, is the
transitive closureof theunionof thetwo relations.We write
~4 Cz ~pWwWheneerxy Cz xp and~g # ~p.

Higher elementsin the lattice represenmore informa-
tion aboutthe stateof the systemJower elementsepresent
lessinformation. Two elementsnaybeincomparableand,
in general,Z(X) is notdistributive. SeeLandauerandRed-
mond[9] for a moredetaileddescriptionof this lattice and
its relationto unwindingconditionsfor noninterference.

2.2 The Security Property SP(=)

The orderingCz yields a way of comparinghow much
informationis declassifiedoy a systemS relative to some
initial informationaboutthe system. The view relation ~
describesa passve attacker, a principal able to obsene
the systemand deduceinformation aboutthe state. Sys-
temsthatpresere a view ~ aresaidto satisfythe security
predicateSP(~); intuitively a systemsatisfiesSP(~) if
anobsenerwith informationgivenby ~ cannotlearnary-
thing by watchingthe systemrun. We now formalizethis
intuition.

Givenatracer € Trc(S), the =-view of 7, written
T/ =, is simplythesequencef equivalenceclasse®f states
in7:

Vie {0...len(m)}. (7/=)(@) = [7(i)]~

The intuition behindr/ ~ is thata passve attacler who is

ableto distinguishstatesonly up to =~ will seethe trace
T generatedy the systemasthe sequencef equivalence
classesAn obsewation of systemS with respecto starting
states andview =, written Obs, (S, &) is givenby:

Obsy(S,~) ¥ {1/~ |1 € Tre,(S)}

Obs, (S, =) is the setof all possiblesequencesf equiva-
lenceclassesindera: thatmight be obsenedby watching
thesystemwheneverit startsin stateo.

Thefunctionthatmapso to Obs, (S, &) inducesanother
equivalencerelation,written S[~], on X. Thisrelationcan
be thoughtof asthe informationthat might be learnedby
watchingS throughthe view ~: two statesare equialent
only if the possibletracesleadingfrom thesestatesarein-
distinguishableunder~:. To saythata systemS induces
this obsewational equivalenceS[~] with respecto ~, we
define:

Vo,o' € ¥. (0,0") € S[~]
=
Obs, (S, ~) = Obs, (S, ~)

We characterizeur securitypredicate SP(~), in terms
of theinformationlattice Z(X) by simply requiringthatthe
inducedobsenationalequivalencecorrespond$o no more
informationthanwasoriginally known.

Definition 2.1 (r-Secur System) A systemsS is secue
with respectto passiveattadker =~ if and only if all ~-
equivalentstatesare observationallyequivalent.Formally:
S[=] Cz ~. Wheneer S satisfieghis propertywewrite:

S = SP(x)

This predicateriesto capturetheideathatthereis no (pos-
sibilistic) informationflow to anobsenerwith view ~. Any
two ~-equivalentstatess ando’ mustgenerateequivalent
obsenationswhenthe systemis run. Unfolding the defini-
tion of S = SP(=) yieldstheequialentstatement:

S E=SP(=)
=
Vo,0' € B.0 ~ o' = Obs,(S,~) = Obs, (S, =)

Or, in termsof thetracesof the system:

S E SP(r)
=
Vo,0' € ¥.0 & o' = V1 € Tre,(S).
Ar' € Treq (9). (/=) = ('] =)

We now make a few obsenations about our security
predicateandits interactionwith our notion of view.

First, note that an obsener can only gain information
by watchingthe systemrun; informationis not lost or de-
stroyed by watchingthe system.

Proposition2.1 For anysystenS andview = it is thecase
that~ Cz S[~].



One consequencef this monotonicity property is that
whenever S = SP(~) holds, the views of two statesco-
incidewith their obserations:~ = S[~].

Next, notethatfor every systemS both S |= SP(=.)
and S = SP(~7) hold, but for differentreasons.In the
formercasenointerestingobsenationscanbe madeabout
the systemandconsequentlyhereareno channelghrough
which information could flow. In the latter case,the ob-
sener alreadyhascompleteinformation aboutthe system
state andsocouldnotlearnanything by watchingit run.

Thislaststatemenmaybesomavhatsurprisingbecause
a~T-obsenermaylearnwhatnondeterministichoicesare
madein a particulartraceof thesystem.n our modelof in-
formationflow all of the “interesting”informationis found
in the initial stateof the system—whichs unknown to the
passie attacle—andthatthe actualtransitionsare “unin-
teresting.! The transitionrelation+—s is alreadyknown to
theobsenrer.

We have chosenthis model becauset is simple, fairly
generalandit sufficesto describeourideasaboutrobustde-
classification.By comparisongventand state-gentbased
models[22, 7, 8, 11, 12] take the dual position that only
thetransitionsof thesystemareof interest(they correspond
to augmentingour relation+— to includelabels the events
obsenedfrom outsidethe system).

To someextent, the differencebetweenstate-basedys-
temsandlabeled-transitiosystemss only a matterof mod-
eling: eachapproacltcansimulatethe otherwith appropri-
ateencodingg5]. For example,the statecankeeptrack of
the event (label) of the mostrecenttransition,or eventhe
entire history of the computation. State-basedpproaches
have beenadwcatedin the past[4], althoughour defini-
tion of securitydiffers from traditional noninterferencen
that purgefunctionsarenot used. The combinationof tak-
ing statesmodulo r-equivalenceand tracesup to stutter
equialenceyields essentialljthe sameresult.

Equivalencerelationsover statesappearin all of these
formulationsin the guise of unwinding relations[8, 20,
13, 12] andthe closely relatednotion of simulationrela-
tions[10]. Thedifferencebetweerunwindingrelationsand
views is that ratherthanstartingwith an eventsystemand
trying to find a consistenuinwindingrelationasa meansof
establishinga securityproperty we startwith a view of the
systemanddeterminehow the view is alteredby informa-
tion leaksinherentin the system.We intendthatthe defini-
tionsof attackandrobustdeclassificatiomlevelopedn what
follows beapplicableto richer systenmodels but we leave
to futurework suchgeneralization.

1In the terminologyof Mantel’s AssemblyKit [11], all high-security
events,i.e. thosetransitionsin theset— N &, areadaptable.

2.3 Multile vel Security, Confidentiality, and In-
tegrity

So far, our definition of information flow security has
beenmotivatedfrom thepointof view of protectingthecon-
fidentiality of datawith respecto oneview of the system,
=. For a systemwith multilevel confidentialityconcerns,
we take a lattice of securitydomainsCs andassumehat
thereis a lattice-homomorphisnivl from L¢ into Z(X).
This homomorphisnrmapsa domainé € Lo to a corre-
spondingview relation~, € Z(X). Notethatbecausave
requirethe map lvl : ¢ — =, to be a homomorphism,
L mustcontaintop and bottom security clearanceshat
aresentto the“omniscient”and“null” views of thesystem,
respectrely. Write lvl(L¢) for theimageof L underlul.

The definition of SP(—) canalso be usedto indicate
whencomputatiordepend®n low-integrity data. Thus,we
may specify integrity constraintsabouta systemby sim-
ply giving anothedattice of integrity levels, £;, andcorre-
spondingequialencerelations,«», for ¢ € £;. Although
integrity relationsaretreatedby the formalismin the same
way as the confidentiality relations, their meaningis dif-
ferent. Confidentialityequivalencesaysthattwo statesare
equivalentfrom the obsenrer’s point of view, whereasin-
tegrity equivalencesaysthattwo statesareequialentfrom
the point of view of a userwho relieson the state. Two
statesare equivalentif the differencesbetweenthem are
unimportant. If the systemsatisfiesthe security property
SP(+,), the“important” aspect®f its behaior areunaf-
fectedby “unimportant”differencedbetweerthestates Be-
causeconfidentialityandintegrity areexpressedn termsof
obsenational equivalence,the samesecurity property en-
forcesboth.

As anexampleof how the lattice structureof Z(X) can
be usedto reasonabouta multilevel securitysystem,con-
siderthe problemof trying to determinewhich principal’s
informationhasbeenleakedby the system We assumehat
the declassificationgn the systemoccurundersomeprin-
cipal'sauthority Clearly, someonevith top-level clearance
(someonewho knows everything aboutthe system)could
have leakedtheinformation. A moreinterestingquestiorto
askis: Whatis the lowestsecuritydomainthat could have
authorizedhedeclassification?

It is possibleto assignresponsibilityfor the declassifi-
cation basedon the security clearancesn Lo. We con-
structthe setof securitydomainswhoseavailableinforma-
tion aboutX:, togetherwith the informationrepresentedyy
a2, canexplaintheobsenedbehaior in Obs (S, ~2). Thisis
thefollowing set:

D:{%[ |S[%] Cz (%E Uz %)}

Thejoin (¢ Uz =) representshe sumof information
availableto securitydomain? andtheinformationknown to



the viewer of the system.Whenthejoin is higherin Z(X%)
than S[~], the principal whoseview is =, hasaccesso
enoughinformationto causethe apparentleclassification.

If thelattice L is distributive, we canpinpointtheleast
securitydomainthat could have beenresponsiblefor the
declassificatiorby simply taking the greatestower bound
on the membersof D, namelyxp = glb{~, € D}. By
distributivity, =~ p is guaranteetb beanelemenbf D itself.
It is the smallestievel of informationthat, togethemwith ~
is sufficient to explain the ~-view of the system.If L¢ is
not distributive, any oneof the Cz-minimal elementof D
could have declassifiednformation sufiicient to causethe
evidentinformationflow.

3 An Example

Toillustratethemodel,let usconsidettheexampleof the
attackdiscussedn the introduction,in which a passverd
systemis usedto launderconfidentialinformation.

To modelthat scenariowe assumehatthe stateof the
systemconsistsof a 5-tuple (¢, h,p,q,r). The compo-
nentt € {0, 1} is thetime—O0 indicatesthat the passverd
checler hasnot run yet, and1 indicatesthat the passverd
checler hascompleted. In more realistic examples, this
simple notion of time could be replacedwith the program

counterof a computer but this sufficesfor our discussion.

The componenth is a bit representingsomehigh security
datathat shouldnot be leaked to externalusersof the sys-
tem. For simplicity, we assumeéhatthereis only oneuser
passverd in the databaseandits valueis a bit givenby the
componenp. The externalusersubmitsa query, ¢, which
will be comparedagainstp by the password checler. If p
andq match,the passward checler togglesthe valueof the
booleanr, which storesthe resultof the query If p andg
arenot the same the passverd checler leavesthe value of
r unchanged.

The executionof the passwerd checler canbe givenby
thetransitionrelationbelow:

(t,h,p,q,r) = (t,h,p,q,7)

(0,h,p,p,0) — (L,h,p,p,1) (p=gq,toggler)
(0,h,p,p,1) = (L,h,p,p,0) (p=gq,toggler)
(0,h,p,q,0) = (1,h,p,q,0) (p#q,leaver)
(0,h,p,q,1) = (L,h,p,q,1) (p#q,leaver)

An externaluserof thesystemis only ableto directly see
the value of the query submittedto the passverd checler,
the resultthat the passverd checler returns,andthat the
passwerd checler hascompletedts computationtime has
passed)This leadsto anequivalencerelation,~, givenby:

(t,h,p,q,r) = (', W, p',q,7")

Let S bethe password checkingsystemjust described.
The externaluserof the systemcanlearnsomeinformation
aboutthe passwerd p, namelywhetherit matcheghe query
they submitted by watchingthe systemrun. Thusthe sys-
tem .S inducesan obsenationalequivalenceS[~] whichis
strictly higherin theinformationlattice Z(X):

(t,h,p,q,m) S[=] (t',n,p',q',7")
[=4
t=t)A(@g=d)AN(r=r)A({t=0= (p=p"))

Now supposethat the owner of the passverd altersp
basedon the value of the high-securitydatah beforethe
passverd checleris run. Becauseve've assumedhatboth
the high-securitydataandthe passvord arerepresente@s
bits, thesimplestvariantof suchanattackis to copy thehigh
securitydatainto the passverd. This attackcorrespondso
addingsometransitionsto the systemabove:

<07 h7p7 q7 T) ’_>A <07 h7 h7 q7 ,r)

Now, asexpectedtheobsenationalequivalenceinducedon
the attacled systemS’ is not the sameasthe oneinduced
by theoriginal systemS. We have:

(t,h,p,q,r) S'[~] (t',1,p',q',")
[=4
t=t)YAN(g=¢)N(r=1")A
t=0=>p=p'Vh=hWVp=~hVh=p)

Statingthe equivalencerelationsin thisway, it is easyto
seethattheexternalobsenercanpossiblylearnthevalueof
h by watchingthesystemS’ run. Theexternalobsenrercan
distinguishary two statesbasedon therun of the systeno
ando’ justwheno is notrelatedto ¢’ via S'[~]. Negating
theright handsideof the equivalenceaboreyields:

t#t)V(@#d)V(r#r')V
(t=0Ap#p' ANh#NWN Ap#h ANh#D)

This saysthatthe externalobsener canseewhentime has
passedwheng changeswhenr changespr whent = 0
andp = h, p' = b’ andp # p. Someinformationabouth
hasbeenleaked.

As this example shavs, the equivalencerelationsin-
ducedby a systermmaybe quite complex.® Notethattheat-
tackjustdescribedloesnt leakall of theinformationabout
h becausevhenh = p, copying it into thepassverd doesnt
leadto arny new behaior in the system(with respecto ob-
senationsthroughview =). A moresa/vy attacler might

2We usethesubscriptA to indicatethatthesearetransitionsintroduced
by anattacler.

3In this setting, becauseahereare only two possiblevaluesfor p, h,
etc, moreinformationis leaked thanwhenmorevaluesarepossible.The
reasonis thatp # g andh # g impliesthatp = h, which, in general
is not true. We have madeuseof this kind of reasoningo simplify the
descriptionof theequivalencerelations.



alsotoggler whenever he copiedh into p, thusindicating
thatp doesin factcontainh. This smarterattackaddsthese
transitions:

<0ahap7q50) —A (Oahah‘;
(0,h,p,q,1) —a (0,h,h

Theequialencerelationinducedby S’ now is givenby:

(t,h,p,q,r) S[=] (¢, 1, p',q",7")
f=4
t=tYAN(g=¢)A(r=1")A
t=0=>(@p=p)V(h="))

Readingoff the negation,we seethat an attacler candis-

tinguish stateswhenevert = 0 andh # h' andp # p,

thatis, it is possiblefor the obsener to learnthe complete
informationabouttheinitial stateof thesystem.

Clearly this simple passverd systemis not securewith
respecto an attacler who hasthe ability to both alterone
pieceof high-securitydata(the passverd) basedon another
(h) andcommunicatehatthis changehasbeendone(toggle
r). On the other hand,if the attacler may only toggler
no additionalinformationis leaked. In what follows, we
developa methodologyfor characterizingystemsn terms
of theirrobustnessgainstdifferentkinds of attacks.

4 Robust Declassification

This sectionexaminesdeclassificatiolin a systemspec-
ifies a classof attaclersthatis interestingfrom the inform-
ation-flov perspectie, and definesrobustnesdor systems
with respecto this classof attaclers.

Having definedinformationflow in termsof the lattice
of information,Z(X), we arenow in a positionto consider
declassificatiomf data. Thestartingpoint for our notion of
declassificatioris thatary systenthatleaksinformation—
ary systemthatdoesnot satisfySP(~)—canbethoughtof
ascontainingdeclassificationsA passie attacler may be
ableto learnsomeinformationby observinghe systembut,
by assumptionthatinformationleakageis allowed by the
securitypolicy.

We first defineactive attaclers: principalsthatmayalter
thesystemin anattemptto learnsecretinformation.

4.1 Active Attacks

Whatconstitutes valid attackon the systemaVe would
liketo modelwaysthatanattackcanaffectthe confidential-
ity propertiesof the system.Typical assumptiongboutthe
attaclerin aninformation-flov settingarethatthe attacler
canmalke (perhapdimited) obsenationsof the systemand
draw inferencefrom those obsenations—passie attacks.

Another commonmeansof specifying attaclersis to re-
quirethatthey areprogramsunningconcurrentlywith the
system(for example,in processalculisuchasCSP[21] or
the Spi calculus[1]) or perhapsnorelimited processe§for
example, restrictedto polynomial-timeprobabilisticcom-
putation).

Ourconcerrnis thatanattaclerwill beableto exploit the
informationlearnedvia declassificationpr simply the fact
thata declassificatioroccurs,to causea systemto divulge
moreinformationthanpermittedby the securitypolicy.

In our model attaclers are able to changethe behaior
of the executingsystem. For example,in a systemthatis
a single-computemprogram, the attacler might overwrite
memorylocationsor registersof the machine. As in Sec-
tion 3, we modelthesechangessanattad transitionrela-
tion —4 that performsthe changeto the state. The power
of theattacler canalsobecapturedsimply by theattacler’s
view = 4, becausary attackmustbesecurewith respecto

A

Definition 4.1 (~ 4-Attack)
An =2 4-attack is a systemA = (X,+4) sud that
AE=SP(=a).

Notethattherequirementhat A |= SP(~4) is essentially
the fair ervironmentassumption: The attacler must not
know the secretalready(or be ableto learnit from means
otherthanthe systemin question).We useA(~ 4) to mean
thesetof all attackswith respecto theview = 4.

GivenanattackA andasystemsS, bothspecifiedn terms
of the samesetof statesy, theattackon S by A is justthe
union of the systems:S U A. This meansof composition
is justified by our possibilisticinterpretatiorof information
flow: the attacler will learnmoreinformationif it is pos-
sible for a tracein the new systemto distinguishone state
from another

4.2 Robust Systems

Given a systemS andan attacler’s view of the system
~ 4, we would like away to characterizelasseof attacks
drawn from theset.A(= 4). Thefirst suchcharacterization,
on which all our otherclassificationsare based,s robust-
ness:

Definition 4.2 (Robust Declassification)

A systemS = (X, ) is robust with respecto theclass
B C A(=4) of attaksif for all attadkks A = (X, +—4) in B,
it is thecasethat (S U A)[~ 4] Cz S[~4]. To indicatethat
S is robustin this way, we write:

S = R(B)



This saysformally that observingthe attacked systemS U
A revealsno moreinformationthanwatchingthe original
systemsS.

By identifying interestingsubset®of attacksfrom which
thesystems immune ,we canbetterunderstandts informa-
tion flow properties. Cornversely if we canbe reasonably
surethat the the only attackson the systemare onesfor
whichthe systemis robust,we believe the systemis secure.
As with ary formalizationof attackswe arent guaranteed
arything aboutattacksthatfall outsideour model. Also, we
cannever hopeto preventall attacksagainstevery system.
We seeour resultsastoolsfor mappingthelandscapef at-
tacks,informationflow systemsandtheir interactionwith
declassification.

Thefirst interestingessonwe learnfrom this formaliza-
tionis thatall systemshataresecurewith respecto ~ 4 are
robustto all attacksfrom thatview. Intuitively, whenever
runningthe systemrevealsno informationto the attacler,
thereis noway for anattaclerto boosttheirinformationof
the systemby modifying its behavior.

Theorem4.1
If S |=SP(~a4)thenS = R(A(=4)).

Proof: Let A be an attackin A(x4). Then, by def-
inition of an attacler, we have A |= SP(=4). From
Proposition2.1 and the definition of SP(~4) it follows
that S[~4] = =4, andhenceS = SP(S[~4]) andalso
A | SP(S[~4]). FromLemmaA.1 (its proofis in the Ap-
pendix)it followsthat(S U A) = SP(S[~4]), fromwhich
weobtain(S U A)[= 4] Cz S[= 4] asrequired. |

This resultjustifiesto someextent the useof SP(~4)
asa strongnotion of security—notonly doesit guarantee
informationflow propertiesof the systemS with respecto
a4, It alsosaysthat S is not susceptiblgo ary attacksby
suchanobsenrereither

Clearly thereare other setsof attaclers for which ary
systemis robust. For example,let B be the setof attacks
suchthat attacktransitionrelation+— 4 is containedin the
view S[~4]. Thenary systemS (evenonethatdoesnot
satisfySP(=~4)) is robustwith respecto B. The proofis
asimpleinductive agument.However, thisis a particularly
limited classof attaclersthatareunableto alterany partof
thestatethey areableto obsene,andsoit is notparticularly
useful.

In orderto formulate a more useful classof attaclers
for which the systemis robust,we describethe relationbe-
tweeninformationlearnedy certainattaclersandthesecu-
rity propertiesof a systemthatis not securewith respecto
=~ 4. Wefirst constructheiteratedobsenationof a system,
S™[~ 4], which canbe thoughtof asthe leastview refining
=~ 4 for which S is secure. The definition of iteratedobser
vationis thefollowing:

SO~a] ¥ ma
Snxa] YS9 ma]]
w def n
S¥[mal = Upen S"R4]

The leastfixed-pointspecifiedby the last definition exists
becausé& (X)) is a completelattice and Proposition2.1im-
pliesthattheiteratedobsenationformsthe orderedchain:

~a Oz S[xa) Cr S*[~a] Tz S*[~a] Cr ..

As we desired,ary systemis securewith respecto its w-
iteratedview:

Proposition4.1
AnysystemS, andview = 4 satisfyS = SP(S“[~4]).

The following propositionstatesthat the obserational
equivalencegeneratedy a systemoperatesnonotonically
on equialencerelations.

Proposition4.2
If 4 Cz ~p thenfor anysystenS, S[~4] Cz S[~nB].

Finally, we give aboundon informationleaked

Theorem4.2
Let S bea systemandlet a4 beaviewin Z(X). Let A
bean= 4-attadk suthat A = SP(S“[~4]). Then

(SUA)[~a] Tz S¥[=4]

Proof: FromPropositiod.1lwehave S |= SP(S“[~4]),
and, by usingLemmaA.1, it follows thatfor ary A € B
that(S U A) E SP(S¥[~4]). Consequently

(SUA)[SY[~4]] Cz S¥[=4].
Proposition2.1and4.2 shav that
(SUA)[=a] Bz (SUA)[S*[=4]]

andwe obtaintherequiredresultby transitvity of C7.
|

How canwe usethis theoremto helpunderstandhe be-
havior of a systemunderattack? As we describedn Sec-
tion 2.3,thesecuritypropertycancapturebothconfidential-
ity andintegrity aspect®f a system.The equialencerela-
tion S[~ 4] canbethoughtof asdescribingeitherthe max-
imal amountof informationthat canbe learnedby watch-
ing the system or, perhapsmoreintuitively, asanintegrity

4In the proceedingsrersionof this papey Theorem4.2 was claimed
to be a generalizatiorof Theorem4.1, andwasincorrectas stated. The
versionpresentedhereis wealer in thatit doesnotdefinea classof attacks
againswhich S is robustunlessS« [~ 4] = S[~a].



propertyof the system.Two stategelatedby S[= 4] are,in

somesenseunimportantto the behavior of S asobsered
by the attacler. Only attacksthat force two such“unim-

portant” statego be “important”—by providing transitions
thatdistinguishthem—cancauseadditionalinformationto

beleakedby the system.

We canuseTheorem4.2 to characterizeattackson the
passverd checkingfacility describedn Section3. It is easy
to show that, for this particularsystem,S¥ [~ 4] = S[~4].
It follows that ary attackthat satisfiesA = SP(S[~4])
cannotcausethe systemto leak information. The attacler
that simply togglesr (at time 0) falls into this class,as
doesthe one that changesq to a string not equalto p.
The attackthat copiesh into p, on the other hand, sends
the states(0, h1, p, h1,r) and (0, ha, p, hy,7) to the states
(0, h1, h1,h1,r) and (0, he, ho, h1,r), respectrely. The
first pair of statesare S“[~ 4]-equivalent,whereaghe sec-
ondtwo arenot. While Theoremd.2doesnotguarante¢hat
suchanattackwill causemoreinformationto be leaked, it
doessaythatthe attacklies outsidethosethatthe systemis
known to berobustagainst.

The boundon information flow given by Theorem4.2
is not tight; it is possibleto constructsystemsand at-
tacksfor which the estimatedinformation flow given by
S¥[r¢ 4] is strictly morethantheactualinformationlearned
by (SU A)[~4]. However, the S¥[~ 4] usefullyboundsin-
formationflow for a variety of systemsDeterminingmore
preciseboundson what attaclerscanlearnis a goal of fu-
turework.

5 Discussionand Conclusions

Therehasbeenafair amountof prior work on controlled
declassificatioror downgradingmechanismspr theformal
characterizatiorof systemsncorporatingthem. The sim-
plestand most standardapproachto declassificatioris to
restrictits usego thoseperformedoy atrustedsubject.This
approactdoesnot addresshequestionof whetheraninfor-
mationchannels created Many systemsaveincorporated
a more limited form of declassification.Ferrariet. al [6]
augmentinformation flow controlsin an object-oriented
systemwith aform of dynamically-checkddeclassification
calledwaivers. MyersandLiskov [15] definea form of se-
lectivedeclassificationhatcanbechecledatcompile-time,
basedon the authority of the declassifyingprocess.How-
ever, theseefforts provide only limited characterizatiorof
the safetyof the declassificatiomprocess.

Intransitivenoninterfeencepolicies[19, 17, 18] gener
alize noninterferencdo describesystemsthat containre-
stricted downgradingmechanisms. The work by Bevier
etal. on contwolled interference[3] is mostsimilar to this
work in allowing the specificationof policiesfor informa-
tionreleasedo a setof agents Theirnotionof agentargely

agreeswith the notion of a passve attacler definedhere.
Noneof this prior work addressetheissueof anactive at-
tacker. However, theresultsin this papershouldalsobe ap-
plicableto specifyingintransitive noninterferenceolicies.

Ournotionof attackis clearlyconnectedavith refinement
In particular the original systemsS refines(haslessnonde-
terminismthan)theattacledsystem(S U A). S is robustto
the attack A if the refinementpreseresthe equivalences
given by S[=4]. Anotherimportantdirection for future
work is to considerattackshatcanremove transitionsrom
S, effectively causingsomecomputationpathsto become
impossible.

This papemakesa numberof contributionsto the prob-
lem of systemscontaining intentional information leaks
that presumablharisefrom controlleddeclassificationUs-
ing a purely state-basedystemmodel and definition of
a noninterference-lik information flow property we pre-
ciselycharacterizéheinformationthatis releasedo anar-
bitrary obsener (passie attacler) of the system described
asanequialencerelationas 4 overthestatesof the system.
Thepossiblesxecutionsof thesystemdefinedby its nonde-
terministictransitionrelation, generatea refinementof the
view equivalencerelation, S[=4]. The differencebetween
thesetwo equivalencerelationscapturegheinformationre-
leasedto an obsener. The lattice of information (whose
elementsareviews of the system)s a powerful tool for un-
derstandingheinformationflow behaior of the system.

The major contributions of this paperlie in the charac-
terizationof informationflow in systemsuffering somein-
trusionby anactive attacler thatis ableto modify the state
of the executingsystem. Making the reasonableassump-
tion thattheattacler cannotconstrucanattackthatdepends
ontheexploitationof informationthatit cannotobsene di-
rectly, we obtainthe expectedpropertythatanattacler can-
not violate confidentialityif the systemobeys the informa-
tion flow securityproperty Importantly for systemsthat
containintentionalinformationleaks(do not obey thesecu-
rity property),we give arecipefor boundingthe ability of a
classof attaclersto obtaininformation. Fromadescription
of thedirectpowersof obsenationof anattacler (1), the
relation S[~ 4] is obtained,defining both a level of confi-
dentiality that canbe maintained anda degreeof integrity
that mustnot be violated by an active attacler in orderto
preserethatconfidentiality

We expectthis modelto provide new toolsfor the char
acterizationof informationflow propertiesin the presence
of intentionalinformationleaksand systemintrusion. Be-
causdghemodelis state-basedt seemsparticularlyapplica-
ble to language-baseapproacheso informationflow con-
trol [14]. The connectiongo modelsof intransitve nonin-
terferencealsodesere furtherexploration.
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A Proofs

LemmaA.1l

Let Sy = (¥,—~1) and S, = (£, —2) be systemsand
supposex is anequivalenceelationin Z(X) then:
SIESP(=)AS: ESP(r) = S51US: ESP(=)
Proof: Leto; andoi betwo statesuchthato; = o7. Let

71 beatracein Tre,, (S1 U S2). We mustshow thatthere
existsatracer; in Trey; (S1 U S2) suchthat

(n/=) = (n/=).

We proceedby inductionon the lengthof ;. In the case
thatr haslengthl, =/~ = [o1]~ andwe maychoose
71 = o}, whichis equialentto ; modulos because; ~

o1. If 7 startswith thetransitionoy +—, 0. .., then—,

is eitherof theform —; or —». In eithercase becauses;

and S, satisfy SP(~), we may constructa =-equialent
traceo] >, o) >, ... =, o), consistingof transitions
from the systemS,, andsuchthato], ~ o5. We inductively
constructthe restof the list startingfrom the stateso, =

o). Let » bethe sufiix of r; startingat o». Thenthere

existsar, € Tre,: (X1 U Xq) suchthatr, = 7. Because
stutteringequivalenceis presered by trace concatenation
TL =01 Fy Ta = 0] Py ... 4 T4 asrequired.
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