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What is Peer-to-Peer?

Peer-to-Peer (P2P) is a network architecture allowing network
nodes (peers) to share resources (such as files) by making part
of their resources available to other nodes.

Each node is both a client and a server.
Management can be cetralized or decentralized.
Connection pattern may be structures (DHT) or
unstructured (arbitrary connections).
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Example of a Peer-to-Peer System

The Gnutella network introduced in March 2000.

Millions of individuals participated.

Six months later 2/3 users are free riding*.

* E.Adar and B.A. Huberman. Free Riding on Gnutella. First Monday, Oct. 2000.
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Issues with P2P Systems

The Gnutella experience lead to push in incentive systems.
These systems try to address the following issues:

Anonymous, on-time interactions.
Free-riding (leeching) problem.
Hidden actions (undetectable defections).
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Incentives in P2P Systems

Possible incentive strategies proposed for P2P networks:
Direct reciprocity
Barter (BitTorrent)
Reputation (KaZaA)
Currency (MojoNation, Karma)

Naroditsky,Zhang P2P Incentives



Peer-to-Peer Systems
Direct Reciprocity Incentives

Reputation Systems

Attacks Against Reputation Systems

Possible strategies agaist incentive systems:
Cybil attack (multiple personalities)
Whitewashing attack (leech, flee, repeat)
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P2P System as a PD Game

With one time interactions between strangers, there is no
incentive to cooperate.
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Figure 2: Payoff matrix for the Generalized Prisoner’s Dilemma. T, R,

P, and S stand for temptation, reward, punishment and sucker, respec-

tively.

2.3 Generalized Prisoner’s Dilemma
The Prisoner’s Dilemma, developed by Flood, Dresher, and Tucker

in 1950 [22] is a non-cooperative repeated game satisfying the so-

cial dilemma requirement. Each game consists of two players who

can defect or cooperate. Depending how each acts, the players re-

ceive a payoff. The players use a strategy to decide how to act. Un-

fortunately, existing work either uses a specific asymmetric payoff

matrix or only gives the general form for a symmetric one [4].

Instead, we use the Generalized Prisoner’s Dilemma (GPD), which

specifies the general form for an asymmetric payoff matrix that pre-

serves the social dilemma. In the GPD, one player is the client and

one player is the server in each game, and it is only the decision

of the server that is meaningful for determining the outome of the

transaction. A player can be a client in one game and a server in

another. The client and server receive the payoff from a generalized

payoff matrix (Figure 2). Rc, Sc, Tc, and Pc are the client’s payoff

and Rs, Ss, Ts, and Ps are the server’s payoff. A GPD payoff ma-

trix must have the following properties to create a social dilemma:

1. Mutual cooperation leads to higher payoffs than mutual de-

fection (Rs + Rc > Ps + Pc).

2. Mutual cooperation leads to higher payoffs than one player

suckering the other (Rs + Rc > Sc + Ts and Rs + Rc >
Ss + Tc).

3. Defection dominates cooperation (at least weakly) at the in-

dividual level for the entity who decides whether to cooper-

ate or defect: (Ts ≥ Rs and Ps ≥ Ss and (Ts > Rs or

Ps > Ss))

The last set of inequalities assume that clients do not incur a cost

regardless of whether they cooperate or defect, and therefore clients

always cooperate. These properties correspond to similar properties

of the classic Prisoner’s Dilemma and allow any form of asymmet-

ric transaction while still creating a social dilemma.

Furthermore, one or more of the four possible actions (client coop-

erate and defect, and server cooperate and defect) can be untrace-

able. If one player makes an untraceable action, the other player

does not know the identity of the first player.

For example, to model a P2P application like file sharing or over-

lay routing, we use the specific payoff matrix values shown in Fig-

ure 3. This satisfies the inequalities specified above, where only the

server can choose between cooperating and defecting. In addition,

for this particular payoff matrix, clients are unable to trace server

defections. This is the payoff matrix that we use in our simulation

results.
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Figure 3: The payoff matrix for an application like P2P file sharing or

overlay routing.

2.4 Population Dynamics
A characteristic of P2P systems is that peers change their behav-

ior and enter or leave the system independently and continuously.

Several studies [4] [28] of repeated Prisoner’s Dilemma games use

an evolutionary model [19] [34] of population dynamics. An evolu-

tionary model is not suitable for P2P systems because it only spec-

ifies the global behavior and all changes occur at discrete times.

For example, it may specify that a population of 5 “100% Cooper-

ate” players and 5 “100% Defect” players evolves into a population

with 3 and 7 players, respectively. It does not specify which specific

players switched. Furthermore, all the switching occurs at the end

of a generation instead of continuously, like in a real P2P system. As

a result, evolutionary population dynamics do not accurately model

turnover, traitors, and strangers.

In our model, entities take independent and continuous actions that

change the composition of the population. Time consists of rounds.

In each round, every player plays one game as a client and one game

as a server. At the end of a round, a player may: 1) mutate 2) learn,

3) turnover, or 4) stay the same. If a player mutates, she switches to

a randomly picked strategy. If she learns, she switches to a strategy

that she believes will produce a higher score (described in more de-

tail below). If she maintains her identity after switching strategies,

then she is referred to as a traitor. If a player suffers turnover, she

leaves the system and is replaced with a newcomer who uses the

same strategy as the exiting player.

To learn, a player collects local information about the performance

of different strategies. This information consists of both her per-

sonal observations of strategy performance and the observations of

those players she interacts with. This models users communicating

out-of-band about how strategies perform. Let s be the running av-
erage of the performance of a player’s current strategy per round

and age be the number of rounds she has been using the strategy. A
strategy’s rating is

RunningAverage(s ∗ age)
RunningAverage(age)

.

We use the age and compute the running average before the ratio to

prevent young samples (which are more likely to be outliers) from

skewing the rating. At the end of a round, a player switches to high-

est rated strategy with a probability proportional to the difference

in score between her current strategy and the highest rated strategy.

Figure: GPD Payoff matrix
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Figure: Payoff matrix used in
experiments

Payoff matrix for Generalized Prisoner’s Dilemma:
R - reward
T - temptation
P - punishment
S - sucker

Payoffs are asymmetric.
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Iterated game

Game is conducted in rounds.
Players use one of the strategies:

Cooperate
Defect
Reciprocate

At the end of the round:
Mutate - random switch
Learn - compute utility of each strategy
Turnover - leave the game
Stay the same

Use a Reciprocative decision
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Mitigation Via Direct Reciprocity

If there are enough peers, interaction tend to one-shot PD
games. Free riding becomes dominant*.

3. RECIPROCATIVE DECISION

FUNCTION

In this section, we present the new decision function, Reciprocative,

that is the basis for our incentive techniques. A decision function

maps from a history of a player’s actions to a decision whether to

cooperate with or defect on that player. A strategy consists of a de-

cision function, private or shared history, a server selection mech-

anism, and a stranger policy. Our approach to incentives is to de-

sign strategies which maximize both individual and social benefit.

Strategic users will choose to use such strategies and thereby drive

the system to high levels of cooperation. Two examples of sim-

ple decision functions are “100% Cooperate” and “100% Defect”.

“100% Cooperate” models a naive user who does not yet realize

that she is being exploited. “100% Defect” models a greedy user

who is intent on exploiting the system. In the absence of incentive

techniques, “100% Defect” users will quickly dominate the “100%

Cooperate” users and destroy cooperation in the system.

Our requirements for a decision function are that (1) it can use

shared and subjective history, (2) it can deal with untraceable de-

fections, and (3) it is robust against different patterns of defection.

Previous decision functions such as Tit-for-Tat[4] and Image[28]

(see Section 5) do not satisfy these criteria. For example, Tit-for-Tat

and Image base their decisions on both cooperations and defections,

therefore cannot deal with untraceable defections . In this section

and the remaining sections we demonstrate how the Reciprocative-

based strategies satisfy all of the requirements stated above.

The probability that a Reciprocative player cooperates with a peer

is a function of its normalized generosity. Generosity measures the

benefit an entity has provided relative to the benefit it has con-

sumed. This is important because entities which consume more ser-

vices than they provide, even if they provide many services, will

cause cooperation to collapse. For some entity i, let pi and ci be the

services i has provided and consumed, respectively. Entity i’s gen-
erosity is simply the ratio of the service it provides to the service it

consumes:

g(i) = pi/ci. (1)

One possibility is to cooperate with a probability equal to the gen-

erosity. Although this is effective in some cases, in other cases, a

Reciprocative player may consume more than she provides (e.g.,

when initially using the “Stranger Defect” policy in 4.3). This will

cause Reciprocative players to defect on each other. To prevent this

situation, a Reciprocative player uses its own generosity as a mea-

suring stick to judge its peer’s generosity. Normalized generosity

measures entity i’s generosity relative to entity j’s generosity. More
concretely, entity i’s normalized generosity as perceived by entity
j is

gj(i) = g(i)/g(j). (2)

In the remainder of this section, we describe our simulation frame-

work, and use it to demonstrate the benefits of the baseline Recip-

rocative decision function.

Parameter Nominal value Section

Population Size 100 2.4

Run Time 1000 rounds 2.4

Payoff Matrix File Sharing 2.3

Ratio using “100% Cooperate” 1/3 3

Ratio using “100% Defect” 1/3 3

Ratio using Reciprocative 1/3 3

Mutation Probability 0.0 2.4

Learning Probability 0.05 2.4

Turnover Probability 0.0001 2.4

Hit Rate 1.0 4.1.1

Table 1: Default simulation parameters.

3.1 Simulation Framework

Our simulator implements the model described in Section 2. We use

the asymmetric file sharing payoff matrix (Figure 3) with untrace-

able defections because it models transactions in many P2P sys-

tems like file-sharing and packet forwarding in ad hoc and overlay

networks. Our simulation study is composed of different scenarios

reflecting the challenges of various non-cooperative behaviors. Ta-

ble 1 presents the nominal parameter values used in our simulation.

The “Ratio using” rows refer to the initial ratio of the total popula-

tion using a particular strategy. In each scenario we vary the value

range of a specific parameter to reflect a particular situation or at-

tack. We then vary the exact properties of the Reciprocative strategy

to defend against that situation or attack.

3.2 Baseline Results
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Figure 4: The evolution of strategy populations over time. “Time” the

number of elapsed rounds. “Population” is the number of players using

a strategy.

In this section, we present the dynamics of the game for the ba-

sic scenario presented in Table 1 to familiarize the reader and set

a baseline for more complicated scenarios. Figures 4(a) (60 play-

ers) and (b) (120 players) show players switching to higher scor-

ing strategies over time in two separate runs of the simulator. Each

point in the graph represents the number of players using a particu-

lar strategy at one point in time. Figures 5(a) and (b) show the cor-

responding mean overall score per round. This measures the degree

of cooperation in the system: 6 is the maximum possible (achieved

when everybody cooperates) and 0 is the minimum (achieved when

everybody defects). From the file sharing payoff matrix, a net of 6

means everyone is able to download a file and a 0 means that no one

* Feldman et al. Robust incentive techniques for peer-to-peer networks. Proceedings of the 5th ACM conference on

Electronic commerce (2004) pp. 102-111
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Another Model of a P2P system *

Given a population of rational peers,
Peer i has “generosity” (willingness to contribute) θi

There are x peers contributing at any time.
The contribution cost is 1/x .

The rational peer in this “free market” will:
Contribute, if θi > 1/x ;
Free-ride, otherwise.

* Feldman et al. Free-riding and whitewashing in peer-to-peer systems. IEEE journal on selected areas in

communications (2006) vol. 24 (5) pp. 1010-1019
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Equilibria in Free Market Model

The equilibria are observed from the intersection of the type
distribution with curve 1/θ.
Assuming uniform generosity distribution:

There are three equilibria.
Naroditsky,Zhang P2P Incentives
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Performance of the Free Market Model

Utility for a peer is αx for some α > 1.
System utility (contribution minus cost) becomes

WS = αx − (1/x)x = αx − 1,

if network size is normalized to 1.

Naroditsky,Zhang P2P Incentives
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Reputation System

In free market model, performance can be limited by low
contribution level.
To address that, we want to detect and exclude free-riders.

Reputation: detect and exclude free-riders with probability
p.
Service Differentiation: detect all free riders, reduce their
level of service by 1− p times contributor level.
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Cost and Utility

Free riders now get 1− p of the benifits, so contribution
cost is

x + (1− x)(1− p)

p
Utility for contributor:

Q − R = αx − x + (1− x)(1− p)

p
.

Utility for free rider:

Q − T = αx − pαx

System Utility: WS(p) = x(Q − R) + (1− x)(Q − T ) =
(αx − 1)(x + (1− x)(1− p))

Some social loss is imposed by the reputation system, but
participation level increases.

Naroditsky,Zhang P2P Incentives



Peer-to-Peer Systems
Direct Reciprocity Incentives

Reputation Systems

Equilibria in Service Differentiation Model

Claim: for a penalty level p ≥ 1/α, there exists an equilibrium
for x = 1.
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