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•MK background
• Course overview/topics
• Course mechanics

• A toy learning problem:
model, algo, analysis



• Formal,mathematical
models ofML problems

• Generally match implicit.
assumptions in practice

• Probabilistic /stat frameworks

• Course will be rigorous
and

proof-based
• Emphasis on general
principles /methods,
algo & statistical
building blocks-
i. e. theory .



Sample Questions /Topics
-

• What are some good generate
models for Mrs problems ?

•What do learning algo s
look like in those models?

• What are the

computation time ¢
sample size required
for learning ?
(other resources)

• What are the computational
¢ probabilistic limitations

to efficient ML ?



• Relationships & reductions

between models/problems

• Types/categories of NIL

problems (e.g. supervised,
unsupervised, adversarial,
reinforcement learning . .)



sample.to#Methds-
• Algorithms 4complexity
• Probability 4 stats
• Optimization ¢approximation
• Game theory
• Touch briefly on many
others : e.g. control,

cryptography , . . .



(Very)Roughine_
• First half of course :

deep-dive into
"PAC

"

model of ML &
variants

• Answer many
basic

questions ¢ develop

algo al prob .

tools

• Based on K4V book

(will provide chapters
electronically)



• Second half: other
models & topics :

- one arial

learning &game theory
- ML 4 fairness

- ML at differential privacy
- reinforcement learning
-

query models, active
at semi- supervised learning

- theory of deep learning
•

•

•



Course Mechanics
I

• Lectures Tuethu 10:30 ET
on Zoom

• Encourage "live
" attendance

with video on

• Course website for
announcements/materials

• Readings : KV textbook

chapters & papers from

ML literature

• May create course
chat forum

• 1-As : Claudia Zhu

¢ Daniel Lee



C-team:

- Keep up with lectures
& readings

- 3-4 problem sets
- final project/paper
- group work

allowed
,

details TBA

- grading will be
"doctoral style

"

-(class is v43 grad ,
Yo undergrad; CS,
stats, math , eng .> econ,:)



Questions ?

Comments ?

Let's get started. . .



A
"

Toy
"

ML Problem :

Reetangl.es#RZ-
• Aliens arrive from

outer space
• You'd like to teach

them the concept
of "medium build

"

for adult males

(assume binary)
• You can label but
not describe



Let's formalize this :

• You (teacher) : rectangle

R in ✗ -y plane :

=

ply ltrIs buried

§ 160-

1-j.io



You generate
data for aliens:
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Assume : points drawn

i. i. d from P over ☒
-



Playerei
• Input domain : R2
• Model class : rectangles
( binary functions)

•

"Target
" rectangle R

• Input distribution p
*
Data :

• - •+
•t

•+

÷: :t÷÷



Alien (leanne-3 goal :
from data , learn

a
"good

" hypothesis
rectangle Ñ .

• What should "good
"

mean?

• What algorithm should

alien use ?



A Proposed Algo :

Ñ= " tightest fit " to
positive (t) examples .
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• Note : exploiting our
assumption that
"

ground truth
"

(R) is

a rectangle !



What can we say
about É?

Claim: Viewed assets,
I c- R

.

What about something
stronger/more interesting?

Remember points are

drawn i. i.d. from P.



Let's define the error

of Ñ w.at. R & P :

[Ñlx)= RHD]qlÑ)= Prxup
(as functions)

= P[Ear]

-

Kas sets)
Claim : With

"

high probability;

Ñis
"small

"
as long

as sample is
"

large enough!



Analysis
Two inputs/parameters :

• small S> 0 :
" with high prob

"
=

with prob z t- s w.int .
draw of sufficiently
large samples

• small { 70 :
" Elk) small "=

EIÉ) EE

Goal : Show that
if Islam

islarge enough,
then

W.p. >_ I -8, Elk) c- E.



K : Note that

Es[die)]E Ci-De
+ 8.1

So why have boM_ s ¢8?

8 : Bounds prob. of a

wildly unrepresentative
sample s

E : Bounds error on

representative samples

Pi is "probably (21-8)
Approximately (ee)

"

correct


