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_ Abstract—The paper presents a model for multi-mode real- are becoming network-aware and adaptive. They may adapt
time applications and develops new techniques for the comsé  themselves (e.g., select a different encoding algorithuning
tional analysis of systems that contain multiple such apptiations. runtime depending on the network connection. They may also

An algorithm for constructing an interface for a single multi- hroni ith th intenti I inadvel
mode application is presented. Then, a method for computing synchronize with one another, intentionally or inadvetiien

an interface of a composite application is presented, whichises due to the network conditions.
only the interfaces of constituent applications. A case stly of an In such a system, each mode may be characterized by a
adaptive streaming system demonstrates that multi-mode alysis  different set of tasks, different data arrival rates, andfarnt
gl:glr;ir:ore precise results compared to a unimodal worst-G®  .heqyjing policy. Mode switches may be both time-trigdere
' and event-triggered, for instance, due to a time-triggered
. INTRODUCTION interrupt or a buffer in the system exceeding a certainditiel.
The increasing scale and complexity of real-time embedd'eA('iJ incoming event from anothgr component may also trigger
hmode switch in the receiving component. Such mode-

systems have prompted the need for advanced analysis t dent behavi d mod itchi icati q
niques that facilitate component-based design. In thisgdes ependent behavior and moade-switching communication nee
be taken into consideration. While internal event triggle

paradigm, a large complex system is first decomposed irffd

smaller and simpler components — which are developed in ay be encapsulated in the resource demand, mode-switching

pendently — before recomposing them into a complete syst r%havior in response to inco_ming external events needs to be
using interfaces that abstract away their internal comiies exposed on the component interface.

To achieve component-based design, interface abstract@ar contributions: In this paper, we propose a framework
and interface composition must adhere to the principle @fr the compositional analysis of real-time systems which
compositionality, i.e., properties that have been esthbli execute multiple multi-mode applications concurrentlyden
at the component level hold at the system level. Besidgshierarchical scheduling policy on a single processing re-
functional and behavioral aspects, real-time embedddd®gs source. We present here a multi-mode automaton model
are concerned with time-constrained resource demands. TiMMA) for modeling such multi-mode applications and an
necessitates timing analysis frameworks that are compasiterface-based technique for analyzing them compositign
tional, i.e., system-level schedulability analysis skideg done Our MMA model refines the previously proposed timed-
by combining component interfaces that abstract compenegind event-triggered automata (TET) model described in.[10]
level timing requirements. While TET is designed for complete system architecture with

Compositional analysis has therefore been a topic of grémth processing loads and resource availability, the MMA is
interest within the real-time and embedded systems comnmigncerned only with the application loads and its execution
nity. Numerous frameworks have been proposed (e.g., [6bmantics. The service function, that is, resource avkiiab
[7], [14], [15]) and continuously extended. These framekgor characterization, is calculated during the analysis. Tirdges
typically assume a static system execution semantics, avhéiie MMA model more declarative than TET and suitable for
a fixed set of tasks/event streams are always active afgen systems. Further, the TET model assumes all the task
demanding a fixed amount of resource. They too abstrgeirameters are reset when the system moves to a new mode;
away event communication between components in the syse MMA, however, takes into account that some tasks are
tem, replacing it with resource demand placed on the sysaffected by a mode change. As a result, MMA analysis
tem by event streams. Such an abstraction is adequate j§imore precise. Most importantly, we extend the analysis
systems that have stable resource-use patterns. In @ractiamework in [10] with new techniques for the compositional
however, systems are often required to operate in multipd@alysis of hierarchical multi-mode systems.
modesthat exhibit vastly different resource demands. Modal Our key contributions are summarized as follows:
havors s e by v spacun of TGS e e W o for e sl

; ) . tions, which refines the previously proposed model in [10]
to adaptive streaming servers and smart devices. A netdorke better represent the application semantics without a
streaming server, for example, often needs to processaiever o eler rep bp
S . . e . specification of resource supply. Compared to [10], the
applications concurrently, including audio, video andpipias

rocessing. as well as svstem-related tasks. These aimiea MMA model also employs a more realistic mode change
P 9 Y ' A protocol where tasks that are not affected by the mode

*Research is supported in part by NSF grants CNS-0720703 ik C switch need not be_ reset when switching to a new
0834524, and AFOSR grant FA9550-07-1-0216. mode. We characterize two general ways for handling



pending event streams during a mode change, and presaet violated in each of the modes or during the transition
the composition semantics of MMA in the context ofntervals in a single multi-mode component. Our mode change
hierarchical scheduling. protocol is similar to the one proposed in [17], but is more
« We propose an interface representation for MMA thageneral as we do not require that buffered events be executed
hides the application-level tasks and scheduling detailefore the mode switch take place and can remain in the
while exposing timing guards and external events requiredffer through several subsequent mode switches. It ishwort
for synchronization with other component interfacesioting that these studies of mode switching protocols do not
Each multi-mode interface is a state machine, where eambnsider the compositional analysis of systems with migltip
state is augmented with a service function that representsiti-mode components that are hierarchically scheduled.
the resource requirement of a corresponding mode in theFinally, we recently proposed multi-mode extension to
application. the RTC framework [11], which is different when compared
« We develop a method for computing the interfaces o6 the MMA model that we shall be presenting in this paper.
MMA that is capable of accurately capturing the effect$he arrival and service automata in [11] aim at modeling
of mode changes on the resource requirements durifigdependently) complex arrival patterns of event streams
transitional periods. Our method also considers buffand resource availability patterns following a relatively
conditions and timing guards in deriving the serviceimple processing semantics. Here, the MMA allows for
requirement of a mode. Unlike most previous techniques richer processing semantics, with different tasks and
where pending events in the buffer during a mode changeheduling policies explicitly captured and adapted to the
must be finished in the immediate destination mod#ynamic characteristics of the application. The MMA model
(hence, no cascading pending events), our techniquestadied in this paper resembles the TET model proposed
designed for the general case. We discuss, however, case$10] except that MMA has no knowledge of resource
in which such a restriction should be imposed for certasupply. In fact, the method proposed here computes such
modes in an MMA. a suitable resource supply that was already given to TET.
« We illustrate the utility of our model and compositionallo the best of our knowledge, our paper is the first attempt
analysis using a case study of an adaptive streamittgconsider the compositional analysis of multi-mode syste

system, and compare the obtained results against thatoorf anization of the paper: In the next section, we revisit
the unimodal compositional analysis. 9 paper. ’

the compositional analysis of unimodal systems. Sectibn Il

Related work: Several compositional analysis techniques hajermulates the MMA model and its composition semantics.
been proposed for unimodal systems (see e.g., [1], [6],, [1g]_le present our interface representation and generatldrr_a tec
[16], [18]). These techniques support multiple levels afrai- Nique in Section 1V, followed by the interface composition
chy and well-known scheduling policies for real-time sysse in Section V. We then describe the case study in Section VI
such as FP (Fixed Priority) and EDF (Earliest Deadline Firsefore concluding the paper.

Thqy can be broadly_ divided into two categories: (a) cl@siC || compOSITIONAL ANALYSIS OF UNIMODAL SYSTEMS
periodic and sporadic task models and (b) stream-based task | . . ) ) )
models. In the former, resources are often modeled as period This section revisits t_he interface computation of a uniatod
bounded delay, and explicit deadline periodic [6], [156][L component developed in [4], [9], [18], and extends the tssul

Resource interfaces in the latter are presented usingcsaer\;f’rthe _compo_smonal analysis of unimodal systems thasisin
functions, which capture the minimum resource requiremer‘?[f multlple_ ummo_dal compon_ents thf’ﬂ share the same resourc
in any interval of a given length [4], [18]. Both approache¥nder & hierarchical scheduling policy.

abstract away communication between components, allowipg System description and basic models

analysis to be achieved based on the calculation of resource = . " .
model interfaces using demand and supply bound functions. AR un_|modal system consists of a finite set (_)f tasks running
formalism for describing multi-modal components, howevep" & single processing element, each of which processes an
will be useful in system development only if accompanie@pm event stream and produces an output event stream. Each

by a host of analysis techniques that can compute componii has an input buffer (to store the input stream) and an
interfaces as well as detect incompatibilities in commatim CUtPut buffer (to store the output stream) that are unshared

and resource use of components in a composite systé@ﬂ.h other tasks. All tasks process the_ir input eve_nts inkCH
Hence, these previous techniques become insufficient iith fnanner. As soon as a task completes its processing of an event
addition of mode-switching behaviors it will remove the event from its input buffer and write the

| hni h b q q drelsults (as an output event) to its output buffer.
Several techniques have been proposed to extend mo eﬁigure 1 depicts the unimodal model of a system with three

and timing analysis techniques from the real-time SySte'paSSksTl,Tz and Ts that share the same resource under EDF,
literature to accommodate multi-mode behaviors. For eXalihereB; (B)) denotes the input (output) buffer af
, )

ple, the framework presented in [3] allows certain tasks to In a unimodal system, all tasks are always active and their

intentionally change their execution periods, which is pety attributes stay constant throughout the system exectEach
of mode change. Differemhode change protocolsave been taskT is characterized by

studied in [8], [13], [17] and have been classified in [12].
Techniques developed in these papers ensure that no desadlin T= (idT7 Br,B,Er, DT,T[T,(NXL(XT)



input stream s, _’]]]@—‘:[ﬂ Example 1. (Fixed Priority (FP)) Consider a set of_ tasks
buffer B, B T1,To,..., Ty that are scheduled under FP, wherehis higher
' () priority than T; if i < j. Denote k(t) as the backlog of
InpSRg=am i _’%m@_:i]] el X Br at time t. Suppose k is the number of resource units
’ ’ = available in an interval[t,t +A) during which there are
Input:streamm 55 —»:I]]@—{l]] A single mode no new events. Since the resource is first allocated ito T
B3 Bs - then to b and so on, one can verify that the number of

resource unit h allocated to Tis hy & min{k,ba(t)} and
Fig. 1. A unimodal system architecture, modeled by a singbelen def . .
hi = min{k— (hy+---+hi_1),bi(t)} for all 2<i <n. Thus,
. . . - _ . FP(W, k) difg where dT;) = h;.
with idr being the task identifierBr the associated input
buffer, By the associated output buffeEr the execution B, Hierarchical scheduling of unimodal systems
demand, Dyt the relative deadlinege the priority if FP

is used (andr = O otherwise), andir the event-based In a hierarchical scheduling framework, the system is par-

. . X : titioned into a tree of components that are scheduled in a
arrival function of the input event stream 3i, respectively. hierarchical manner as illustrated in Figure 2. Each irgkrn

Here, 1 = (64,8 ) where 64(A) and @' (A) give the .
o T (ar, .T.) 1(8) (&) ¢ .node of the tree representscamposite componenwhose
maximum and minimum number of events that can arrive. .
) ) . . ildren are its sub-components. Each leaf represents an
from the associated input stream in any interval of leng o - ;
elementary componenivhich is a finite set of tasks in the

A for all A > 0. Further,at = EvdT is the workload-based ) . .
. - . ; . system. Each component has its own scheduling policy under
arrival function of the input stream (i.e., in terms of numbe

of execution units). Thebacklog (fill-level) of a buffer at Whlch Its sub-s:omponen_ts are_scheduled, which may differ
. ; . : from its parent’'s scheduling policy.
time t refers to thenumber of execution units required to

process the eventim the buffer at timet. We assume that ComponentC

a granularity of time has been chosen, and events arrive at

discrete point in time. Further, the unit of resource supply L

is an execution time unit. As we are mainly concerned with (eor) ©
a4, we shall refeot to af wherever a single function applies.

Scheduling Policies. Given a set of active workloads and RANEA Rl A
a number of execution units provided by a resource within Component C1 Component C2
a time interval, a scheduling policy computes the number of T TarTar Ta: Tasks

execution units allocated to each workload during the wraler Fig. 2. Hierarchical scheduling of a system component.
Scheduling decisions are often made at discrete points, ti Compositional analysis of unimodal systems
either for the next time unit or until a new event arrives.l’n‘::?\c. Consider an elementary componght= (1,5C) consisting
workload denotes the execution requirement of a task, &flngf a set of tasks that is scheduled under a scheduling policy
set of tasks or a system component. Denot@bthe setof all ¢ Denote F as the set of all functiond : N — N. The
workloads._ We_describ_e below a general notior_l of SChedu”ﬂﬂerface ofC is a minimumservice functior in F for which
pol|c_y, Wh'f:h IS requw_ed to define th_e precise semantiGSg schedulable and none of the input buffers overflows. Recal
of hierarchical schgdullng. Note that this deflmnon CaPR 1ot a service functiof(A) specifies the number of execution
bot.h. work-conserving and no_n—work—gonservmg scheduling i available in any interval of length > 0.
policies. However, th? analysis t_echnlq_ugs we present nex%upposéSC is EDF. In order for the tasks to be schedulable,
assume work-conserving scheduling policies. the service functiofdt allocated to each task in T must be at
Definition 1 (Scheduling Policy) A scheduling policy is a least equal to the demand bound functioefvhich is given
functionSC: (W x N) — (W — N) which takes as inputs a by dbf(A) = at(A—Dr) for all A > 0. Recall thatdbft (A)
finite set of workloads W )V, a non-negative integer & N specifies the maximum possible execution units require@ by
denoting the number of resource units available during &tinover any interval of lengtiA.
duration before a new event arrives, and returns as reshlés t  Further, the input buffeBr does not overflow iffor (A) —
number of resource units provided to each workload in W B (A) < size(Br) for all A > 0. Thus, the minimum service
this duration. In other words5C(W,Kk) is a function gW — N function required by a task alone is defined by: for alA > 0:
where dw) gives the number of execution units allocated to i )
each we W, such tha",,.,y 9(w) <Kk. B (4) = max{ar(A—Dr), a(d) —size(Br)} (1)
wheresize(B) denotes the capacity of buff@. Hence, the
interface ofC is the service functiofg;(C) e S BN,

Now supposesC is FP. We assume without loss of gener-
ality (w.0.l.g.) thatt = {Ty,...,Tn} wWherety; < 1o, if i < .
Hgtother words, the total resource will be first allocatedlto
and its remaining resource will be given T, and so on.
Combined with Eqg. 1, we imply that the minimum service

Greedy processingsupposeT is the only task in the system.
Denoteb(t) as the backlog (i.e., number of execution unit
required) of the input buffeBr at timet. Supposek is the
number of execution units available in an interjtal) before
a new event arrives. Then, the number of execution units t
are provided tdBr during this interval is mifik, b(t)}.



uni def

function required byf; under FP is{A3Tn = %gi, andvl <i<n,
VA>0: B(A) E max{ Serv( By o) (A), BY(A) }
where Serv(p’,a) denotes the smallest service functifre
F required by a task with arrival functioat such that the
remaining service function after processing the task ieastl
B’, which is given by [4]Serv(B’,at) =B (A—A)+oat(A—])
whereh = sup{e | B'(A—¢€) = B/'(A)}. Thus, the interface of

C is the service functiofg (C) o ﬁﬂ”.

Next, consider a componegt comprisingm components
C1,-..,Cm that are scheduled usirf_. Let 3; be the interface
of Cj for all 1 <i <m. Again, we assume w.0.l.g. that wh&f
is FP,G; has higher priority thai€; if i < j. The interface of
C is the minimum service functiopi"(C) for which allG are
schedulable. It is given by ", Bi if SC is EDF and byB" if

SC is FP, withBg = B andBe = Serv(Be . Bi)¥1<i<m.

Ciy1’

I1l. M ULTI-MODE AUTOMATA (MMA)

e Inv: M — INT is an invariant function that assigns
to each mode inM an interval [lj,1,], where | is the
minimum amount of time that the system must stay in
the mode andylis the maximum amount of time that the
system may stay in the mode. We require that 1.

« 2 is a set of signals that trigger the mode changes.

e RCEMxZIx®PxINTx M is a transition relation. Each
transition in R is of the forniM,a, $,1,M’) where M and
M’ are the origin and destination modes, a is an external
signal that triggers the transitiond is a guard on the
fill-levels of the input buffers, andd INT is the interval
(relative to the instant the system enters M) during which
the transition can be enabled.

All modes are urgent and when multiple transitions are en-
abled concurrently, th&IMA non-deterministically selects one.

Fig. 3 depicts an example ofIMA. Here, T and T/

correspond to the same task of the application, thereby
associated with the same input/output buffer. Their timing

Multi-mode systems execute at multiple modes of operatiofftributes, however, are different. Initially, the systésnin
each of which performs a unique functionality. The set dnodeMi, whereT;, T2, T3 are active and scheduled under FP.

tasks that are active, their attributes, as well as the sdimed

When the system detects — after it has beeNinfor at least

policy during the system execution vary with respect to th@and no more than 20 time units — that a new taghrrives
mode at which the system is currently in. Changes from oR@d the arrival function off; is changed, and if the fill-level
mode to another can be triggered by a timing guard and®@the input bufferB; of Tz is more than 5, then it will move

an event. Such systems can be modeled by a multi-md@gmnodeMa. At My, the system deactivate the least important
automaton, oMMA in short. A complex multi-mode systemtask T3 and Ty is executed together witfi; andTa.

can be composed of a collection of multi-mode systems thdbde change protocols. Whenever a transition is enabled,
share the same resource under a hierarchical scheduliing,pothe system moves instantaneously to the new mode, and the

which are modeled as aiMA each.

time guard
external event

My ={{T;,T>, T3}, FP)
My =({T7.T,, T4}, FP)
Ms = ({T,, T3, T4}, EDF)

B,< 15 A B3 <2 +—— buffer guard

Fig. 3. An example of a multi-mode automata.

An MMA is a finite automaton whose states represent
operating modes and transitions represent mode changds. Ea

new parameters will be in effect for all new incoming events
immediately. Unchanged tasks (appearing in both modes) are
not affected by the mode change, and no new events from an
old task (appearing only in the old mode) arrives in the new
mode. New input events of the new tasks (only appear in the
new mode) and changed tasks (whose parameters are modified)
may arrive immediately.Pending events in the input buffer of
an old or a changed task may be handled differently depending
on the application, which can be generalized into two cases:
(i) Both the physical pending events and their timing reetuir
ments (i.e., execution demand and deadline) associated
with the old mode are preserved in the new mode.

mode (state) of aMMA specifies (i) a set of tasks (and their(ii) Only the physical pending events are preserved in the

corresponding attributes) that are active in the mode, @na (
scheduling policy used to schedule the tasks. Each transfi

new mode; their timing requirements follow the modified
parameters of the associated task in the new mode.

anMMA can be triggered by an external event (e.g., interrupfiote that the execution demanded by an event depends on

a condition on the fill-levels of the buffers associated it

the current mode of the system when the event arrives at the

tasks, or a timing constraint. Dendf¢T as the set of intervals system in case (i), and on the mode at which it is processed in

[a,b] with 0<a<bandabeN.

Definiton 2 (MMA). An MMA
(M, Mip, Inv,® 3 R 7T) where

is a tuple A =

e T={T1,...,Tm} afinite set of tasks of the application.

« M is a finite set of modes. Each moded\v\ has the

form (1,SC) with T C 7 denoting the set of active tasks

and SC the scheduling policy at M. We say Bs active
in M iff T is active in M.
e M;, € M is the initial mode ofA.

case (ii). For the rest of the paper, we assume the former case
however, results for the latter can be established in a aimil
(and simpler) fashion. We assume also that all tasks follow
the priorities specified in the new mode regardless of which
event it is processing. Lastly, when the system is in a mode,
only active tasks in the mode are being execdted.

INote that most common protocols require a delay before thesymoves
to the new mode. This can be done by adding an intermediates mitti a
time invariant equal to the delay and old tasks having zergahrfunctions.
2pending events of an old task can be processed in the new mode b

« @ is a set of constraints on the fill-levels of the bU1Lrer§dding the task into the active task set of the new mode andnass its

in B, whereB = ;.4 Br.

arrival function to be a zero function.



A. Composition of multi-mode automata

IV. COMPOSITIONAL ANALYSIS OF MMA

Systems that consist of multiple applications running con- Similar to the unimodal case, the compositional analysis

currently can be reasoned by means of compositiokildA .

of multi-mode systems begins with the system being parti-

There are two types of compositions: with and without réioned into a finite set _of components that are hierarchicall
source sharing. In this paper, we shall focus on the compos¢heduled. The only difference here is that each elementary
tion of independenMMA that execute on the same resourceomponent in the hierarchy is now a multi-mode system,

under some scheduling policy.
B. Mode composition

Let M1 = (11,SC;) be a mode of amMMA A; and My =
(12,5C2) be a mode of aMMA A,. Supposed; and.A; share
the same resource under a scheduling pofi€g. Consider
any time intervallt,t + A) during which A3 is in My, Ay is

modeled as amMMA. Hence, we first compute an interface
that captures the resource requirements for eapth, and
subsequently generate the interface of a composite compone
from the computed interfaces of its children.

A. MMA’s interface representation
The resource requirement of a multi-mode componént

in M2, and no new event arrives at both automata. Suppas®n be captured by enulti-mode resource interfacevhich
during [t,t +A), the processor hds resource units availableis a finite state machine where each state is augmented with
to execute A; and A,. By Definition 1, the number of a minimum service function that is demanded 8y The

resource units allocated tg@ andt, arek; = SCz(1,k)(t1) and
ko = SC3(t,K)(12), respectively, witht = 11 UT,. As a result,
the number of resource units allocated to each skt is:
g(T) = SC]_(TLkl)(T) if Te T1, and g(T) = SCz(T27k2)(T)
otherwise. Defin&sC(t,Kk) d:efg. The composition oM; and
M underSCs, denoted byM1 [|sc;M2, is a modeM = (t,SC).

Definition 3. Let A; = (M1, Min1,Invy,®1,%3,Ry,77) and
Az = (M2, Mina, Invp, @2, Ry, 75) be twoMMA. The asyn-
chronous composition afl; and A, under SC, denoted by
A1 |lsc Az, is a tupleAd = (M, My, Inv,®, 2. R T) where:
« M is the set of modes, defined Byl = { M1 ||scMz |
My e M1 A MZEMz}.
o Min = Min1 [[scMin2 is the initial mode ofA.
e Inv is the invariant, where Inv(My|/scM2)
[1,min(U,U")], with Inv(My) = [L,U], Inv(M2) = [L',U’].

different service functions associated with differentesaof

the interface represent the different resource requirésnei

C when it is at different (set of) modes. Each transition
in the interface signifies a “service change request” by the
component, which is triggered by a signal or a time invariant
Multi-mode resource interfaces share the same set of attern
triggering signals as that of their components. In otherdspr
they expose communication between components, and hence
allowing detection of incompatibilities in communicatiand
resource use of components in a composite system during
interface composition. On the other hand, internal eveints (
the form of buffer constraints) that exist in a component but
are unobservable to other components are abstracted away
and replaced with the service functions of the interface.
This enables information hiding, at the same time limits the
interface’s complexity.

« @ is the set of constraints on the fill-levels of the buffers

Bt where Te 7.

e 2 =27U25 is the set of external triggering signals.

e RCMxXxZIx®dxINT x M is the transition relation,
defined as follows. For eagM1,ar,¢1,[L,U],M7) in Ry
and each(My, a2, ¢, [L',U’],M5) in Ry:

0] (Ml ||SCM§|_5 a1, d1 Ado, 1, Mz HSCMlz) is a transition
in R if a1 = ap, M1 # M2 and M; # M), where |=
[min(L,L"),min(U,U")].

(i) (M1|lscM7,a1,01,[1,min(U,U")],Mz2||scM}) is a
transition in R if a # ap, M1 # M2 and M; = M5,

(i) (MzlscM3, 82,92, [1,min(U,U")]|,My [|scM3) is a
transition in R if & # ap, M1 =M and M, # M5,.

« T =T1UT; is the set of tasks in the system.

Note that in case (ii), it is possible tha; entersM; at time

Definition 4 (Multi-mode Resource Interface)A resource
interface of a multi-mode componehis a finite state machine
A= (S sn,B,Z,R) where

« Sis a finite set of states, each of which characterizes the
resource requirement of one or more modeg€’in

e S, €S is the initial state.

« B:S— Fis a service mapping, which specifies for each
state s S a minimum service functidi(s) that must be
guaranteed at s fo€ to be schedulable.

« 2 is a set of external signals.

« RCSxZIxXINT x Sis a set of transitions. Each transition
tr = (s,a,[L,U],s) in R represents a change in the
resource requirement of the component (i.e., ff&(s) to
B(s)), which is triggered by a signal a and a time interval
[L,U] during which the transition can be enabled.

t and.Az entersM; at timet + L. Becaused; has already spent a|| transitions in R are instantaneous and all states in S are
L time units inM4, it can move taVl] immediately or after at urgent.

least 1 time unit. If.4; moves immediately td/;, then both
A1 and A, move to a new mode at timet L, which can be

As an example, Fig. 4(b-c) shows an adaptive stream

captured by case (i). By similar arguments, we obtain the tiprocessing system that consists of an audio application and

intervals associated with the transitions in cases (i) &nd (

The synchronous composition BfMA can be defined simi-

larly; however, only synchronized transitions are allov(ieel,

a video application (besides others), which change modes
according to the network condition (i.e., upon presence of
one of the external eventmloaded loaded and congestejl

case (i)) and each composed mode (transition) is associa_-{é"[? multi-mode resource interface for the system is given

with an intervall = 11Ny, wherel; andl, are the intervals
associated with the two component modes (transitions).

in Fig. 5. In the figure, the service functiofis where
se {PCM15,ADM7.5,PLC7.5,PCM7.5} gives the minimum



C, C3 Cy

cidfm,g(D) for all A > D. We callD the “deadline” ofcidfm g.

@ @ Since the maximum backlog d8 when the system enters
buf, > B2 . . .
.9 M is the total execution demands of the pending events, the
’OS"VW i rioad ed"’"ded following corollary holds.
@ congested Corollary IV.1. The carried-in backlog of B at M is given by
@ . @ binm g = cidfm (D), where D is the deadline afidfy g.
M} = ({T,.T, ). EDF) foaded M= (T T 1P Further, due to these pending (old) events, the execution

M2 =({T;., Tos }, EDF M = (To. Ty 1.FP) . :
< : ; demand required by the (old and new) events in the buffer

during the initial period after the system enters the new enod
is often larger than the usual execution demand required at a
later time interval. We call this thaitial demand which is
defined for absolute time intervals that begin at the indfaamt
system enters the new mode.

Definition 7 (Initial demand bound functionigsr)). The
initial demand bound function of a buffer B at mode M,
denoted byidbfy g, specifies for eacl > 0 the maximum
number of execution units demanded by the events in B in the
Fig. 5. The multi-mode interface for the composite comporten=Cs || Ca.  interval [0,A] relative to the instant the system enters M.

resource that must be provided to the applications whenOne can easily verify that the overall demand bound func-
they are in the corresponding modes. For instaflégwms tion of a bufferB at a modeM, which gives the maximum
is the minimum service function that must be guaranteestecution demand of the eventsBnin any interval of length
when the audio application encodes data using PCM algoritfrwhen the system is afl, is at most magidbfy g, dbfm g}
and the video application sends data at 15 fps (frames pégre, for allA > 0, dbfy g(A) = ot (A—Dr) if Bis active at
second). As illustrated in the figure, buffer constraintgha M, anddbfy g(A) = 0 otherwise. This implies Lemma IV.2.
applications have been hidden while information necesfgary For convenience, we denol@ g as the active task associated
synchronizing with other components (i.e., timing and retw with B in modeM, and Ty g = 0 if B is not active inM.
condition) are being exposed on the interface. '
Before presenting the method for computing such an int
face, we introduce concepts and technical results needed
the computation. In what follows|.y,Uwu] denotednv(M).
B. Properties of pending events during mode changes
In an MMA, when the system moves from one mode tg
another, there may be pending events in the buffers. We Proof: Supposé is the service function given t8 at M.
characterize below two intertwined terms that capture e¢heghe backlog of8 when the system is iV is at most
events: the former specifies their execution demand oves, tim bufm g 4 max {binmps+0a(d)—B(A)}
and the latter specifies their backlog. - 0=AsUum '

(a) System-related tasks  (b) Audio application () Video application

Fig. 4. MMA models of concurrent applications in a streaming system.
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é.r(_emma IV.2. The minimum service function required by the
%ents in B to ensure (i) B does not overflow and (ii) all the
events in B meet their deadlines while the system is at M is:
Bws < max{ binwg + o — size(B), idbfu g, dbfw g }, where
=0T, if B is active in M anda(A) = 0VA > 0 otherwise.

Hence, the buffeB does not overflow iffbufy g < size(B),

Definition 5 (Carried-in demand bound functian)The hich is equivalent t@(&) > binw.s + a(A) — size(B) for all

carried-in demand bound function of a buffer B at mode I\)&lz 0. Further, the events B are schedulable when the system

denoted byc'dfM’Ei’ speqﬁes for eacln > 0 the Maxinum ;s atm only if B is at least equal to the overall demand bound
number of execution units demanded by the pending event?um

B (when the system enters M) whose deadlines are within nction of B at M. Hence, the minimum service fungtlon
. ) . demanded by the events B when the system is a¥l is
time units from the instant the system enters M.

max{bin_M,B +0amB— size(B), idbe’B, dbe,B .
Definition 6 (Carried-in backlog) The carried-in backlog of Computing initial demand bound function.” The IDBF of a
a buffer B at mode M, denoted biny g, gives the maximum buffer B at a modeM can be computed with respect to (w.r.t.)

backlog of B when the system enters M. an execution path that leads kb. Supposep is a path from
_ ) o the initial modeM;, to M. If M = M;, or B is inactive in
Fig. 6 gives an example of the carried-in demand boun@l preceding modes o1 in p, then cidfyg(8) = 0 for all

function and backlog. In the figure, an up (down) arro ) . [L1,Uq]
denotes the point at which an event arrives (must be finished)~ |(_) sz;md 'dbf""!‘?_ N dbfy . Otherwise, letp = M,
My 292, v 59\ = M be the longest sub-path of
o & o 4—ModeM b o] - cidfu, p along which the task associated wBhdoes not change its
I R Y A parameters, i.e., (k=1 andTu, s 0, or (ii) T 5 # 0 and
mode change e 02 s 0Ew is unchanged for all i <k; further,p = p or Tvy s # Tu, B,
Fig. 6. Carried-in demand bound function and backlog. wheseMpsisatba qwrp%ilqtﬁ_ﬂ@gF%th@lmfé@,m (relative to

Observe that the latest instant at which these pending ®vethie instant the system entdvl) during which the system can
must be completed is the smalld3tsuch thatcidfyg(A) = move fromM; to Mi. 1, i.e., [Li,Ui] = Inv(M;i) N [L],U/] where



T » < Te that satisfiesp. Let T= Tu, g andA = (Dt —A). Then, for
PR W all A>0,
Mo M| M| MM cidff (&) =min{By, sup {ar(x—A) + cidff, glx.2] — B0} }
‘ > % —— e ' 0<x<U, '
+—r—r +—> . .
LUl I, Uyl (L Ud Proof: Let t be the instant at which the system enters
Fig. 7. The service function of a path that leadsMo M. Consider the interval that startstime units beford (x <

Up), and ends) time units aftert. SinceBy is the maximum
backlog ofB when the system entel, cidf}y 5(A) < By. The

L{,U/] is the interval associated with the transition fréinto NS : ) )
L, Uj] Odn carried-in execution demand &fin [t,t + 4] includes

Mi;1 in theMMA. LetLp =K | Li andUp = YK, Ui. Then, ©° _ .
L, andU,, are the minimum and maximum total amount of () the execution demand of the events Bfthat arrive in

time the system can spendMy, ..., My before moving taM. [t —x,t] whose .deadlines are befoter A, denoted by
The pathp is called the “unchanged-arrival preceding path” dbfr [t—_x,t.+A], and i
of B atM w.r.t. p, denoted bypS . (i) the carried-in demand ift —x,t +A] of the old events that
MB arrive before the system entdvl, given bycidf,f’,,‘B[x, A
Definition 8. The overall service functioﬁg(A) given to B (Lemma IV.4); '
w.r.t. a path p that ends with M specifies the minimum numlq@}) except for those in (i) and (ii) that have been finished i
of execution units allocated to B in the interval of lendgth [t —xt].
immediately before the system enters M. Since the parameters of the taBkassociated witlB remains
Lemma IV.3. Suppose; is the service function allocated tounchanged ifMy to My, the events that arrive &in [t —x,t]
B at mode Mfor all 1<i<k. Then, for allA € [0,U,)] follow the same arrival functiont. There are two cases:
K K o A>Dr: All the events arriving ift — x,t] have deadlines
BR(A) = min{ZBi (x) | A= in A (L <x <V beforet + A, i.e., they all contribute talbfr[t —x,t + AJ.
i=1 i=1 Thus,dbft[t — x,t +A] = a1 (X).
v (X1: =X 1 =0AX< Li))}- « A < Dt: Only the events arriving beforé+ A — Dy
contribute todbft[t —x,t+ 4], i.e., dbfTt —x,t+ 4] =
Proof: Consider an interval of lengtiA immediately ot (Xx—D1+A4).

before the system entes (see Fig. 7). Lek; be the number In other wordsdbfr[t —x,t +A] = at(x—A) whereA = (Dt —

of time units the system spends ldi. The total number of A),. Moreover, at leasBb(x) execution units are allocated to
execution units given t@ is then>_r_; Bi(x). Now letMj be B in [t — x,t]. From all the above, we imply the lemma. m
the mode at which the interval begins. Then, the system spendRecall thatdbfy g(x) denotes the maximum execution de-
zero time units at all modes befok, and fromL; to Ui time  mand of the events that arrive Btin any time interval of
units at each mod®!; afterM;. Thus,x;=...=xj_1=0and lengthx when the system is &;. It is given bydbfy g(X) =

Li <x <U; for all i > j. Hence the lemma. B o (x—Dr) if the taskT associated witlB is active inM, and

Lemma IV.4. Suppose t is the instant the system enters M(ﬁfM’B(X) = 0 otherwise. Lemma IV.6 states the relationship

taking p. The maximum number of execution units deman
by the pending events in B when the system entarshst Lemma IV.6. If Ty g # Tu, g, thenidbfly g(A) = cidffy g(A) +
need to be fulfilled in intervalk —x,t + A], with x< Uy, is dbfm g(A). Otherwise, '

ween the initial and carried-in demand bound functions.

cidffy g[x,A] = cidfu, g(Up+A) — cidfu, g((Lp—X)+ ). idbfy g(8) = min{cidffﬁ,B(A) +dbfus(8),
Fig. 8 demonstrates the results stated by Lemma IV.4. sup {dbfu, (X+4) + cidffy g[%,A] — Bp(x)}},
Proof: Denotet’ as the instant at which the system 0<x<Up ’

entersM; (see Fig. 8). Sincet —t' < Up, the maximum The proof of Lemma IV.6 can be established using similar
number of execution units demanded by the initial pendir@fguments to that of Lemma IV.5. Observe that our compu-
events inB that need to be fulfilled in the intervall’,t +4] tation above considers the complete unchanged-arrivél, pat
is cidfw, g(Up + A). Further, sincet —x—t' > Ly —x, the starting fromM;j. The results can be tighten by taking the

minimum number of execution units that must have bedRinimum of the computed values for all paths starting from
fulfilled in the interval [t’,t —x] is cidfu, 8((Lp—X);). This Mi where 1<i<k.

implies the lemma. B C. Computing service function of a mode w.r.t. a path
- scdfysUp+d) N LetM = (1,SC) be a mode of th&IMA, reachable through a
| ™ | Loym | pathp. Let p— My 1291\, 292, g [BeUd g g
v X t A be the unchanged-arrival preceding pathBoat M w.r.t. p,

;(;f”’(L’fA' At i.e., p=pyp- Based on Lemma IV.5 and IV.6, we compute
= %ua o B the carried-in demand bound functiaiify g and the initial
demand bound functioninlbf,‘\),,‘B of B at M w.r.t. p. Apply

Lemma IV.5. Let ¢ be the buffer guard associated with theidfi g to Corollary V.1, we imply the carried-in backlog of
transition from M to M, and B, be the largest fill-level of B B at M, i.e., bin,f’,,’B = cidf,f’,,’B(D) whereD is the deadlineof

Fig. 8. Carried-in demand bound function w.r.t. a path.



cidfy, M- From idbff, mp and me g, We then derive minimum involved, they refer to the new values computed w.r.t. a path
service functlonBMB that is requwed byB at M (without

considering other tasks) using Lemma IV.2. The exploration procedure:

a) Initialization: For each modeM and each buffeB
Requirements of the active tasks atM. In order for the in C, we initialize By (A) =0 andBug(A) =0 for all A > 0.
events in the buffers to meet their deadlines, we require th&le start with the initial modeM;,. Since all the buffers are
Twm g is active for all buffersB such thaIB,&lB(A) > 0 for some initially empty, for each input buffeB in C, biny, g =0 and
A <Uy. Otherwise, in the worst case, the system may stayadfy, g(A) =0 for all A > 0. We include(M;,, p) as the first
M for up to Uy units of time; in which case, some event irelement in the set of modes to be explot&dvherep = M;,.

B will miss its deadline. b) Computation for each node =« (M,p) in S: We
Overall service function required by M. The minimum first removev from S. Follow the technique outlined in
service functior‘BM that is required by a mod®l assuming Section IV-B and IV-C, we compute (i) the service function
the system enterinyyl throughp can be computed from all BM g required by each input buffd at M and (i) the overall
B g, in the same fashion as done in the unimodal case. Firsérvice functiorf, for M, both with respect t. If By > Bl
we assume w.o.l.g. that= {Ty,...,Th} whereT; has higher then we markv as a leaf node. Otherwise, we assigngs
priority than T; if i < j. DenoteBI as the buffer aSSOC|ated(resp Bwm) to the maximum of its current value aﬁ@' (resp.

with T anda; as the arrival function of; at M. Bi), and proceed to explore the outgoing transitions fidm
If SC is EDF. Then, the overall service function figris the as follows.
sum of all service function required by all the buff@s i.e., For each outgoing transitiotr = (M,a,¢,[L’,U’],M’), we

P def SBh B+ Now supposesC is FP. Then, the overall compute for each input buffd in [{Ut]he carried-in backlog
service function forM is Bl = B 81 whereBM By = =By By me,’B of BatM' w.rt. p' = pu(M — M’), where[L,U] =

and Bfy B = max{Serv © 8. l,on) Bug } forall 1<i<n. Inv(M)N[L,U’]. We add(M’,p) into S if bin,{j;/‘B satisfies
One can verify thaBM > By andBNI B> B“"' forall1<i<n. ¢ for all input bufferB in C. In this case, we also compute
The equality occurs ip comprises a smgle modd (= M;,). cudf&/, g and |dbe, g» and then assigminy g, cidfyy g and

D. Computing interfaces of multi-mode applications |dbe/ 5 to be the maximum between their current values and

With the above results, we now proceed to compute trt]he newly computed ones associated withWe additionally

. . Wark M’ as areachablemode.
interfaceINF(C) of an elementary compone6t whereC is a : .
¢) Termination condition:The exploration process will
multi-mode application modeled as BiVA . The computation
top when there is no more reachable modes to be explored,
for the interface of a composite component made of multiple

.., § = 0. Since the number of pending events in each
sub-components will be outlined in the next section. buffer is upper bounded by the size of the buffer, the service
Basic ideas: ConsiderC = (M, M, Inv,®, ¥ R, 7). To com- bp y '

. .
pute the interfacanrF(C), the idea is to allocate as "mefunctlon Pw of M" is always upper bounded. Further, as

i . S its newly computed value is always larger or equal to the
resource as possible to each modeCofvhile maintaining . : . .
. . previously computed ondy will reach a fixed point after
schedulability of the active tasks as well as no buffer overs
a finite number of steps. In other words, the computation is
condition when the system is at the mode. This resource neeijWa < decidable.
to be sufficient to take care of the initial carried-in exéout y
demand of pending events when the system enters a motleg interface of C: RecallC = (M, M;,,Inv,®, X R, 7). The
as considered in the preceding sections. To achieve this, iwgerface ofC is the finite automatomF(C) = (S, M;,,B,Z,R)
construct a reachable tree 6fby exploringC, starting from whereSis the reachable modes 6fand(3: S— F. Each state
the initial mode as the root of the tree. At each reachalié in Sis associated with the service functif(M) equal to
modeM in the tree along a patp, we compute the servicethe fixed point value o3y computed above. Further, there
function BM B requwed by each buffeB at M and the overall is a transition(M,a, [L,U],M’) in R’ iff there is a transition
service functionBy, required byM w.r.t. p. We then addV’ (M, a,[L’,U’],M’) in R such thafL,U] = Inv(M) N [L’,U"].
into the set of reachable modes to be explored if there isAs the exploration procedure computes the smallest fixed-
a transitiontr = (M,a,¢,[L’,U’],M’) in C and the carried-in point values of service functions that ensure schedutglaifid
backlogbin,‘f,l,‘B satisfiesp for all buffer B in the system. buffer constraints, the correctness of the computed mterf
During the above exploration, if we reach a moNg follows directly from the soundness of the results esthblis
that has been visited earlier and the newly computed servioeSection IV-B and IV-C.
function of M’ is less than or equal to its most recently
computed value, we mad’ as “leaf”. Otherwise, we update
the service function oM to be the maximum between its Consider a componen€ consisting of n components
recently computed value and the newly computed one, afd---,Cn that share the same resource using a scheduling
explore M’ further. We repeat this process until there is npolicy SC. WhenSC is FP, we assume w.o.l.g. théf has
more reachable modes to be explored. higher priority thanC; if i < j. Let INF(C;) be the resource
We denotefy and Bug as the most recently updatednterface ofC; for all 1 <i <n. The resource interface 6fis
values of the service function required M by all the a composition of aliNF(Ci) with respect toSC, given by
buffers and forB, respectively. When the superscriptis INF(C) = INF(Cn) ||sc INF(Cn—1) ||sc -+ [|sc INF(C1)

p def

V. INTERFACE COMPOSITION



where ||sc is defined as follows. receiver, while receiving the data, provides feedbacka(reg

Let A1 = (S1,Sn1,B1,21,R1) and A2 = ing delay, packet loss, etc.) to the sender using a real-time
(S,Sn2,B2,P2,22,R2) be two resource interfaces. Theransport control protocol (RTCP). Based on this feedback,
asynchronous composition of; and .4, underSC, denoted the audio/video application managers adapt the audio and
by A1 ||sc.Az, is a state machingl = (S s,,B,Z,R) where:  video sending rates accordingly. Here, we assume the audio

e SC S xS is the set of states. application manager adapts its application to switch betwe
o Sp= (Sin1,Sin2) is the initial state ofA. three compression algorithms that have different bandsidt
« B:S— F is the service function associated with the PCM (Pulse Code Modulation) at 64 kb/s, ADM (Adaptive
states, defined by: For adl= (s,%) € S, Delta Modulation) at 48 kb/s, and LPC (Linear Predictive Cod
+ : if SC is EDF ing) at 4.8 kp/s — during run time depending on the network
B(s) = P(s) + Pal(s2) condition. Similarly, the video application manager adape

| Serv(Ba(s1),Ba(s2)), if SCis FP
« 2 =23;U2;y is the set of service change signals.
¢« RCSxZxINTx S is the transition relation, defined

video application to send at a lower frame rate in case the
network is congested, and at a higher frame rate when the
network is unloaded. The sender additionally runs othdr rea
as foIIovlvs./For each(sy,ay, [L,U],8)) € R1 and each e citical system- and network-related tasks, as higtiéid
(82,82, L', U], 5)) € Re: in Fig. 10. We shall focus on evaluating the sending system.
(i) ((s1,8)),a1,1,(s2,5)) is a transition in R if gpecifically, we shall estimate the minimum resource thattmu

a =& s #% and s # s, where | = pe guaranteed for the system to be schedulable. This is done

[min(L, L"), min(U,U")]. by computing a resource interface for the system, using our
(i) ((s1,s1),a1,[L,min(U,U")],(s2,s,)) is a transition i mylti-mode analysis and the unimodal techniques.

Rif a1 #ap, s1 #5 ands| =s,.

(iii) ((s1,81),a2,[1, min(U,U’)],(s,s,)) is a transition in c
Rif a1 # ap, 51 =S ands| #s,. G

In the case of synchronous composition, only transitions in o G
(i) are allowed and = [L,U]N[L",U’]. One can verify that ﬂ
B(s) gives the minimum service that guarantg¥s;) and g GG
B(s2). Similarly, the interval associated with a transition inde ﬁ E
captures the time interval during which the corresponding

transition(s) in.4; and.4, can be enabled. Fig. 10. Hierarchical scheduling of the sender.

As an example, consider the componefysandC4 shown As shown in Fig. 10, the sender employs a two-level
earlier in Fig. 4(b) and 4(c). The interfacer(C3) (INF(C4)) hierarchical scheduling. It is partitioned into two compats,
has the same structure as thatCgf(C4), except that each of C; (system-related) an@ (multimedia), which are scheduled
its states is associated with a service function and allebufusing FP withC, having higher priority thar€,. Component
guards in the component are abstracted away. Interfaceeof t further comprise€z (audio) andC, (video) components,
composite componeik ||rp C4 is depicted in Fig. 5, which is which are scheduled using FP wifia having higher priority
obtained by composingNF(C3) and INF(C4) using our com- thanCs. The execution semantics 6f,C3 andC4 are modeled
position technique. Observe that by exposing communisatipy the MMA depicted in Fig. 4 (cf. Section IV-A).
between components on the interfaces, we are able to etinina Component’; contains three tasks that are scheduled under
illegal composite states during the interface compositior EDF: Ty (kernel task), always executetls (network search
instance, the combination oADM and 15fps is invalid in task), initiated when a connection is lost; afig) (network
the composite component, which has been ruled out by tpetocol task), executed to maintain a connected network.
interface composition. Next, C3 (Fig. 4(b)) runs an audio encoding task)and an

VI. CASE STUDY audio manager tasky,, whereT,, always has higher priority

In this section, we present a case study of a smart netword8@n Ta- AS mentioned aboveTa switches between three
embedded system that supports multiple concurrent adapfi?MPression schemes, captured by three state.obince
streaming audio/video applications. We shall show throud€ €ncoding time of an PLC task is an order of magnitude
our case study how our compositional analysis framework c ger than that of PCM and ADM tasks, the audio application

be used to model, analyze and optimize such adaptive syste,Prpaly selects PLC qlgorithm if the current bf';\cklog of the aydi
input buffer puf,) is no more than one third the buffer size

]m.. TH_ e, (denoted byB in the figure). Further, as soon as the buffer
e w s is more than half filled and the application has been in PLC
(awse}-TH - eceiver mode for more tham seconds, it switches back to PCM (i.e.,

Sender

the fastest encoding scheme).
Similarly, C4 shown in Fig. 4(c) consists of a video encoding
Fig. 9 depicts the overall architecture, consisting of twtaskT, and a video manager ta3ky, with Ty, having higher
network-aware end systems sending/receiving data via-a r@tority than T,. Task T, is assumed to change between two
work. The sender (e.g., a video phone) captures the lidéferent sending rates, wheredg, remains unchanged.
video/audio, encodes it, and sends it over the network. TheWe assume that the camera captures the video at the

Fig. 9. An adaptive embedded networked system.
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sampling rate equal to the playout rate, i.e., 15 fps and 7.5
fps. The deadline ofy is set equal to its respective period,
i.e., 66 ms (for 15 fps) and 133 ms (for 7.5 fps). Based on the
sampling rate and the execution timeTgffor each of I, P, B
frames [5], we compute the input arrival function (in ternfs o
cycles) forT, at each of the modes ;. The audio taski

is set to have a constant period and deadline of 20 ms. The

g
o

—— Unimodal (U1)

n

=)

fffffff

,,,,,

Minimum service requirement (103 cycles)

--- PCM-15fps
ratio for its execution time at each of the modes PCM, ADM, 0 Multi-mode | - - :;C“‘nfj;';;s
and LPC are set to 1:13:110 [2]. All the remaining tasks are . A

0 10 20 30 40 50 60 (ms)

assumed to be periodic, with deadlines equal to periods.
. . . . Fig. 11. Unimodal (U1) vs. multi-mode service requirements
Using unimodal techniques. Due to the adaptive character-

istics of the system, unimodal modeling techniques are no 01 imodat e B 7 stps
longer capable of describing the system behavior precigédy
therefore resorted to approximating its worst-case waito ADM-7.5fps

We evaluated two approaches:

(U1) No consideration of the initial backlogs of the buffers
when a mode change occurs.
(U2) Assuming the initial backlog is at most equal to the size
of the buffers (as buffers must not overflow). o 0 200 300 a0 so0” (M)
The hierarchical scheduling tree remains the same as in #ig 12. Unimodal (U2) vs. multi-mode service requirements
multi-mode case; nevertheless, eaclCpf C3 andC, is a set

of tasks instead of aMMA. The timing parameters f0fa  seryice functionpyl using (U2) falls above all the other

(Tv) are chosen to be the worst values in all its modes. FQL.\ice functions of the multi-mode interface. Howeveiisit

C1, since eithefTi and Ty, or T andTns can run at any instant opqe e thaP} is very pessimistic. Its average long-term

in time, we substitutel,, and Ts with a single task whose rate is 17%, 80%, and 134% higher than that of the three
workload equal to the maximum between thatTafand Ts. highest service levels oRF(C)

The rest of th_e tasks take their or?ginalll (unchanged) Val.ueSThe computed multi-mode interface also provides valuable
It IS worth noting that. other approximating a_pproaches m'gn]sights to the system behavior, which can be used for opti-
exist; however, we think that a more sophisticated and movﬁizing the system. For instance, the service requiremeehwh

technique would _require mu_ch effort which countervails thg system uses PCM-15 fps scheme is much higher (twice)
modeling convenience of unimodal models. than when it uses PLC-7.5 fps, even though PLC processing
Analysis Results. The interfaceiNF(Cy) of the multimedia load is more than 100 times that of PCM (Fig. 12). This shows
componentC; is shown earlier in Fig. 5 (cf. Section IV-A). that when processing load is concerned, it is more effective
Each state ofNF(C2) corresponds to a valid combination ofto optimize video application instead of audio. Further, do
the audio and video components, and it is associated witked video frame rate 7.5 fps, while switching from PCM
a service function presenting the service requirementS;of to ADM increases only 3% processing load, switching from
in a particular mode. Observe that the effects of internADM to LPC increases 30% processing load. Thus, it is better
triggered mode change events (i.e., buffer guards) in thkeadapt from PCM to ADM than from ADM to LPC.
original automata (cf. Fig. 4(b)) have been encapsulated inFinally, the multi-mode interface can easily be adapted
the computed service functions of the interface. On theroth® use in online algorithms such as dynamic frequency and
hand, timing guards are exposed at the interface, which oasitage scaling. One may, for instance, derive a frequency
be used when synchronizing with other interfaces at a high&rresponding to the long-term rate of each service fungtio
level. The multi-mode interfacevr(C) for the entire system and adapt between different frequencies based on the same
can be achieved by further composing(C2) with INF(C1).  condition as the guard between different states.
It has 8 states, corresponding to eight service levels redui
by the system depending on the traffic condition. We shall VII. CONCLUDING REMARKS
focus on the three highest service functions. We have proposed a multi-mode automata model and an
Fig. 11 shows the service functi@; computed using the interface-theoretic technique to enable compositionalyais
unimodal approach (U1) in contrast to the three highesiservand correct-by-construction design of multi-mode systems
functions of INF(C). Note thatBy} exhibits an unpredictable Our results extend existing work in two dimensions: from
behavior where it crosses the service functionsNnof(C) at  performance analysi compositional analysisf multi-mode
multiple points. Clearly, by ignoring mode change effects isystems, and from compositional analysis wiimodal to
the modeling, the unimodal technique fails to safely bodmred t multi-modemodels. The applicability and benefits of our pro-
service requirement at any mode of the system. posed technique have been demonstrated in a smart networked
Now by taking into consideration the initial backlog due tstreaming system.
a mode change, the second approach (U2) improves upon (U1t would be interesting to investigate abstraction techag)
in terms of accuracy. As illustrated in Fig. 12, the computedr refining the multi-mode interface computed from MNA

Minimum service requirement
(103 cycles)
o = N W A U1 VN OO




or a composition of interfaces. One potential direction idou
be to abstract states that share similar service functems,
transitions that are triggered by a common set of events to
limit the size of an interface without sacrificing accuracy.
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