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Abstract— The paper deals with vision-based localization and theory prove the possibility to reconstruct the state. Sach
contro_l of Ieader-fol_lower formatipns of unicyqle robots. Ei.iCh problem is usually referred to as tlebservability of perspec-
robot is equipped with a panoramic camera which only provides tive dynamical systemi2], [13] and can be embedded in

the view-angle to the other robots. As an original contributon, th | bl f t stat timati .
the localization problem is analytically studied using a ne € more general problem of current state estimation using

observability condition valid for general nonlinear systens and input-output measurements. In [6], the state estimatiorafo
based on the Extended Output Jacobian matrix. The state of b single robot is approached using a Luenberger-like noatine

leader-follower system, estimated via the extended Kalmafilter,  observer, based on the projection of stationary landmarks i
is used by an input-state feedback control law to stabilizelte o enyironment. In [24], the localization problem for artea
formation. Simulations as well as experimental results vadlate . . . . .
the theoretical results and show the effectiveness of the pposed Pf nonhomnom'C, mOb'le, robots with Ca_“brated V,'S'on SE8SO
design. is addressed using motion segmentation techniques based on
optical-flow.
This paper deals with vision-based localization and cdntro
of leader-follower formations of unicycle robots. Our wdrks
been particularly inspired by [8], in which the authors jgrgs
an interesting centralized framework for vision-basediéza
A growing interest on coordination and control of multipléfollower formation control. In [8] the distance between the
autonomous agents matured in the last decade [7], [9], [1Rdbots is assumed to be known and provided by the on-board
[20]. The formation control problem has been playing afully calibrated panoramic cameras. The height of the casier
important role in this research area, giving rise to a ricl the floor is supposed to be a priori known as well. These
literature [1], [22], [23]. Byformation controlwe simply mean strong assumptions restrict the practical applicabilitytie
the problem of controlling the relative position and oraditn control strategy in [8] to near robots.
of robots in a group while allowing the group to move as a As an original contribution, in this work we assume that
whole. In theleader-followerformation control approach, aeach panoramic camermnly provides the view-angle to the
robot, the leader, moves along a predifined trajectory whitgher robots, but not the distance, that is estimated by a
the other robots, the followers, are to maintain a desiremnlinear observer (the extended Kalman filter, EKF). The
distance and orientation to it [5], [8]. Even if leader-tmller observability of the leader-follower system has bealyti-
architectures are known to have poor disturbance rejectieally studied using a new sufficient condition valid for generic
properties and the over-reliance on a single agent for acigie nonlinear systems and based on the Extended Output Jaco-
a common goal may be undesirable, the leader followbran matrix. The observability condition for our system has
approach is appreciated for its simplicity and scalability — an attractive geometrical interpretation, that allows &itér
An inexpensive and challenging way to approach the formanderstand how both the observer and the input-state fekdba
tion control problem is to use exclusively passive vision-secontrol law affect the formation localizabiilty. Simulati and
sors (off-the-shelf cameras) which provide only the prijet  experimental results are presented to validate the thearet
(or view-angle) of the scene points, but not the distance. contribution and to show the effectiveness of the proposed
Obviously, formation control can be achieved only if alesign.
localization problemhas been solved, i.e. only if an estimate The rest of the paper is organized as follows. In Sect. I,
of the relative distance and orientation of the robots wer.t the leader-follower kinematic model and the assumptions
common reference frame is available. on sensing and communication are presented. In Sect. Il
The localization problem with vision sensors is intrindiga we introduce the new observability condition based on the
nonlinear [4], in fact linearized approximations can be -nofExtended Output Jacobian matrix. In Sect. 1V, the inputesta
observable while tools from differential nonlinear systemfeedback control law is described. Simulations as well as
o . . o _experimental results are presented and discussed in Sect. V
G. L. Mariottini, F. Morbidi and D. Prattichizzo are with Daptimento di . . .

Ingegneria dell'Informazione, University of Siena, 5318@na, Italy. and VI. In Sect. VIl the main contributions of the paper are
N. Vander Valk, N. Michael, G. Pappas and K. Daniilidis aretERASP summarized and future research directions are hightkighte
Laboratory, University of Pennsylvania, Philadelphia, £2104, USA. The Appendix recalls some basic facts on the consistency of

Corresponding Author: Gian Luca Mariottini. a state estimator.

Index Terms— Mobile robots, nonlinear observability, forma-
tion control, panoramic cameras, feedback linearization.

|. INTRODUCTION
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State estimation

Il. LEADER-FOLLOWER SETUP Control computation
A. Kinematic model (L)
Let us consider the leader-follower setup considered in (Zil;)
Fig. 1. The kinematics of each robot can be abstracted as a
unicycle model, K
T =wcos#, Y =wvsinb, 0=uw, (1)

where (z, y) represents the position of each robot ahds
orientation with respect to the world fran{&’). The leader (F)
(L) has a configuration vectéry, yz 67]7 while thefollower
(F) has a vectofzr yr 0r]T. The control inputs of the leader
and the follower are the linear and angular velocifigswr|”
and[vr wr|T, respectively.

The whole leader-follower system can be modelled usin N T A T
polar coordinates, wherg is the distance from the center 01“'9heres Slpv Al u=[vp wpvp wr]” and
the leader to a marker placed at a known distanceon the cosy dsiny —cosy 0

follower (see Fig. 1). The variablé is the view-angle from

Fig. 3. The communication network and the information floviween the
leader and the follower.

they-axi le 31 - G(s)= |22 doosa  siny g
y-axis of the leader to the market, while 3 is the relative P P Iz
orientation of the robots, i.eG = 6;, — 0. 0 -1 0 1

In the spirit of [8], [17], we introduce the following kine- n
matic model: wherey = § 4. u

Proposition 1 (Leader — follower kinematic modelith The kinematic model in the case qf followers can be
reference to Fig. 1, the leader — follower kinematic mod@ptained by simply extending (2). In this case the inputeect
can be written as follows: isu £ [vp,wp,...vF,,wr,, v, wr]’ and the state vector is

s£ st ..l e IR*? (see [17] for more details).
s = G(s)u, 2)

B. Sensing

Each robot is equipped only with an omnidirectional cam-
era [3]. This sensor is particularly suited for mobile robot
navigation, due to its field of view that is wider than that of
a standard pinhole camera (Fig. 2). According to the setup in
Fig. 1, (L) can measure the view-anglésnd given by the
observation of the follower’s centroid and the colored neark
P, respectively. Analogously, the camera @n) can measure
the view-angle, to the leader.

The measurement of view-angles is obtained on each robot
by means of an automatic real-time color detection and
tracking algorithm [10]. Since in our setup each robot has
been characterized by a specific color, leader-followesisgn
association is fully automatic. More implementation dstai
will be discussed in Sect.VI.

Fig. 1. Leader-follower setup in polar coordinates repmesten.

C. Communication

The state estimation process and the control computation
are centralized on the leader, which transmits to the falow
the control velocitie§vr wr]? needed to drive the forma-
tion (Fig. 3). Due to the above assumption, the inter-robot
communication is made fast because the follower will only
need to transmit its view-anglgeto the leader. We assume no
communication delays in the view-angle transmission. From
Fig. 1 is evident thatt can be computed as follows:

B=—-¢+n+m 3)

To simplify the discussion, we will henceforth refenly to
G, implicitly assuming the transmission gf To summarize,

Fig. 2. View-angles computation (on the leader). HSV collmbldetection
is used to determine the two anglesnd from the leader to the follower’s
center and marker, respectively.
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we will assume that the leader can measure a two dimensionafor a generic nonlinear system as in (5), global or complete
output vector, observability can not be usually expected and weaker ngtion
A T T such that oflocal weak observabilithave been introduced in
y =yl = o (4 the literature. A sufficient condition for the observalyilivf

As a Conc|uding remark we emphasize here two originQN haS been firSt introduced by Hermann and Krener in [11]
contributions which differentiate this work from [8]. Firsf and is here reported for the reader’'s convenience.
all, we do not assume a full knowledge of camera calibration Proposition 2 (Observability rank condition)ty in (5) is
parameters_ In fact, 0n|y the image centéris needed to said to be Iocally weak observable at a pcziﬁte S, if there
compute the view-angles and, in many practical casés, exist an open seb of s° and positive integerg, jo, .. ., jim
simply coincides with the central black hole in panoramigatisfying;ji+j2+...+j» = n such that, for arbitrarg € D,
images (Fig. 2). Second, and most important, we assume thi set of row vectors defined by
the leader-follower relative distangein (2) is unknown The
problem of range estimation will be studied in detail in the
next section.

is linearly independent. |
An equivalent and more intuitive formulation of Prop. 2
Il. VISION-BASED OBSERVABILITY OF is presented and proved in what follows. It is based on the
LEADER-FOLLOWER FORMATIONS so-called Extended Output Jacobian (EQJ) matrix [6].
A. Observability of nonlinear systems Proposition 3 (EOJ observability rank condition [17]):

This section reviews some basic facts about the obseryabifi-~ IS said to be locally weakly observable at a paifitc S,
of nonlinear systems [13], [14] and presents a novel affdthere exist an open seb of s° such that, for arbitrary
general condition (Prop. 3) that will be used to study th&< D,
observability of vision-based leader-follower formatson rank(J) = n,

Consider a generic nonlinear systéin, of the form _ o
whereJ € IR™"*", the Extended Output Jacobian matrix, is

S { i((tt))z f].é?s(z;)ug)[)h; th(.(.).) hEmT% (5) built by stacking the row vectors,
wheres(t) = [s1(t) s2(t) ... sp (t)]T € S'is the statey(¢t) € Y

the observation vector and(t) < U the input vector.S, ¥ The superscripj refers to the order of time differentiation of
andU are differential manifolds of dimension, m andp, e functionsh;(s), i = 1, ..., m.

{dh(s)|i=1,..,m; j=1,..,n}. @)

respectively. N _ Proof: The proof is constructive. Computing the Lie
The problem obbservabilityfor 5 can be roughly viewed yerivatives in (6), it turns out that far= 1, ...,m

as the injectivity of _th.e. input-o_u.tput MaRs, : SxU— Y

WItThwroessFt):tCetst?,t:Qe(Isnllt_;ilszc))nziletzlosgsidindistir_lguishable[lf-?] (G=1) Ledni(s) = aha;isj) = dn”(s) ®
et oo et o i Seving rom artavemy 0 =) L9 = [Ehan(o] ) =
511?;: Sc%n%:gpfsx f:)l}? Iésl:)ér:vzzmg/ Oaur:guitr?distinguishabilitye ar - d[%}:f(s)} - d[%}: %] - dhgl)(s) ©

tightly related, as shown in the following definition [19]. ) d 4
Definition 1 (Observability):Given two states;,ss € S, (7 =3) Lgdhi(s) = d[% [thi} f(s)] =
the system® is observableif .
e " || |2 o5 ] e o
s1Zsy = s1=s3. N Js N gs ot|
Given a scalar-valued functiox(s) : R" — IR, we define the
gradient operator as follows: : :
. n— n—1
D & PE) _[AE) 9X) M) (j=n) L{~'dhi(s) = dn{"(s) (11)
S) = = .
Os 9s1 s Osn and by stacking the vectors (8),(9),(10) and (11) in a matrix
The Lie derivativeof a scalar-valued functioh(s) along a from Prop. 2 we obtain the thesis. [
vector fieldg : IR" — IR" is a real-valued function, defined Remark 1:Prop. 3 states that the observability 0f can
as, be tested by checking the rank of the EOJ maffimade
Lgh(s)2dhg. of the state partial derivatives of the output vector andlIbf a
) o ] its n — 1 time derivatives. In particular, it is straightforward
The Lie derivative can be repeated recursively as, to verify that> y is observable also wheat least onen x n
Lg h(s) 2 Lg [Lg—lh(s)] CVk>1, submatrix ofJ has full rank. This simplifies the analysis, since

it is not necessary to check for the determinants of all the
being LY h(s) £ h(s). possible submatrices df.
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B. Observability of leader-follower formations D. Observer design
Prop. 3 is used here to determine an observability conditionn order to control the formation, an estima®f the state
for the leader-follower system described in Sect. II. configurations is required. An extended Kalman filter has

From Prop. 3, the observability of (2) with output (4), iseen designed to estimate the ranggiven the input vector
guaranteed when at least ofie< 3 submatrix of the whole y and the outputs;. We assume additive noise on both the

6 x 3 EOJ matrix is nonsingular. Let us consider, e.g. therocess and measurement equations,
submatrixJ:

du du dm 0 1 0 s = G(s)u+tz (14)
ap oY 9B - C 15
Fo|om on on|_|oi 0i 00 (12) y = Cstv (15)
|9 @ 83| T |3 oy 95|’
Quz  Ouz  Ouz 0O o0 1 whereC is the output transition matrix anglandv are zero

ap oY op

) ) mean white gaussian noises with covariance matrigesnd
whose determinant is,

R, respectivelys(0), z andv are assumed to be uncorrelated.
Equation (14) has been discretized using the Euler forward

_ oy 17
det(J) = o {7/) + WL} , (13) method with sampling tim&,
Therefore, ify) +wy # 0, the states is observable. s(k+1) =T (s(k),u(k)) + Tz
In the case of; > 1 followers, the observability condition .
is a simple extension of (13) (see [17]). where I'(s(k),u(k)) = T. G(s)u + s(k) andk € IN. As

we will see in Sect.V, the EKF exhibits good performances
in estimating the distance in both the simulations and

the experiments we conducted to test the robustness of our
In Fig. 4 we provide a basic example to give some geapproach.

metrical interpretation of (13). A leader and two followeare
considered at two different time instants= 0 andt = 1. All

C. A geometrical interpretation of the EOJ singularity

the robots move with the same translational velocity and zer IV. INPUT-STATE FEEDBACK CONTROL

angular velocity. . Consider the set of kinematic equations equivalent to (2):
We first note that that)s (1) # ¢2(0) (and thusyy # 0)

due to the different initial orientation betweéh) and (Fy). s, = F(s)ur+ H(s)up (16)

Then, from (13), it turns out that the statg is observable. B = wp-—wr (17)

This is intuitively correct, since the visual informatioaries in

time and it is then expected to improve the localizabilitgisT wheres, 2 [p ] is areducedstate-space vector. Matrices

leads also to the intuition that curvilinear trajectories/é a H andF < IR**? are the two upper left and rigBt< 2 minors

favourable effect on observability, since a change of theuwtu of of G, respectively.

signal (4) occurs there. In the spirit of [8], we propose here an input state feedback
From an inspection of Fig. 4, it is also evident that there montrol law for the robot formation. Let us consider the

not any improvement in the localization betwedr) and(F;) following control input

since their relative motion is zero from= 0 to ¢t = 1 (and

thus+; = 0). Recall that Prop. 2 only provides a sufficient up £ [vp wp]” =H (s)(p— F(s)uyr) (18)

condition for observability and that dgt) = 0 does not

necessarily imply that the stage is not observable. However,

the simulation and experimental results reported in Sect. V p =8/ — K (s, —s!®) (19)

and Sect. VI will give us the strong evidence that a singular

: : on: hereK = diag{ki, k2}, with k1, k2 > 0. The superscript
EOJ matrix can be used as an index of non-observability. L2 L2 . :
y “des” refers to the desired values. Equation (18) acts in (16)

as a feedback linearizing control, so that the closed-loop

where

Pa(1) dynamics become,
§, =89 _K(s, —s*), f=wr—wr. (20)
V(Y= t=1
e / The following proposition states that it suffices to contpl
b1(0) = 1o(0) e towardss?** using (18), to guarantee the local stability of the

- whole state-space vecter

Proposition 4: Let us suppose that;, > 0, |wr| < Winaz,
|3(0)| < = and thats?* is bounded. Then the control law
(18)-(19) stabilizes the system dynamics (16)-(17).

Proof: Let us refer tole, ey]? =s, — s as the state
tracking error vector. From (20), it follows thdt¢, ey] is

Fig. 4. Geometrical interpretation of the EOQJ singularity. ’ !
globally exponentially stable. We now prove that the inérn
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dynamics is stable, i.e., that| is bounded. Drawingvp St L S
from (18), equation (17) can be rewritten as: a5t /7 R e
. ¢ AN
. siny .4 pPCOSY , -4 4 \
= = (0 —hey) = L (G0 —hyey) - , \
—%sinﬁ—wL (g cosy — 1) . (21) E 3 ‘,'/
= I
. . 2.5 /
Due to the physical constraints of the robots, we can reason- I
ably assume that;, is bounded. Moreover, if als¢?** and 2r Y
p%s are bounded, then (21) can be re-written as: 1.5¢ N — loader
) 1 \‘ ___ ollower
3=-"Lsing - B(). (22) ‘ ‘ ‘ ‘ L~ loner2
d 0 1 2 3 4 5
Note that without the termB(¢), a bounded persistent dis- z [m]
turbance, (22) islocally asymptotically stable fois3| < .
From the stability theory of nonlinear systems with peesist @
disturbances [21], being3(0)| < = and B(t) bounded, it
follows that|3(t)| < e,Vt > T, for finite time T andVe > 0. 7 3
. 40 2
Remark 2 (Distant robots)lf the distance between the = |
leader and follower isig, it is in general difficult to exactly =
locate the markerP in the image (recall Sect. II-B and g
Fig. 2). A possible solution consists in detectmgythe robot -
centroid, that is equivalent to assurme= 0. Even though 1: Nl NN -
this assumption does not affect the observability condlitio L S s
. . . . 4 1
presented in Sect. IlI-B, however it has a negative influence e s e s
on the control. In fact(s) is singular whend = 0 and the
control in (18) is not applicable. In [16], a possible sabutis (b) (©)
presented with a feedback control based on dynamic extensio
that overcomes this control issue. Fig. 5. Simulation results: (a) Trajectory of the robots} {ime history of

NEES and 95% bounds\ = 15); (c) Time history ofdet(J).

V. SIMULATION RESULTS

This section presents the simulation experiments we con- . . L
P P = 0.9187-10~* rad®. White gaussian noise is added to the

ducted to test the effectiveness of the proposed formatiﬁqneasurements
control strategy. The simulations gave us also the evidence ’ ) )
that a singular EOJ matrix can be used as an index of nonFi9.5(a) shows the trajectory of the three robots (in order
observability. to have a temporal reference the vehicles are drawn every two

The following velocity input was assigned to the leader, seconds). It is evident that the followers miss the fornmatio
exactly along the rectilinear tracts of the trajectory (erg
vr(t) = 0.3 m/s t € (14,20]) where visual data are not changing sensibly so
{O rad/s if te{[0,6],(14, 20, (28, 34]} ~ 8S to improve the localization process. On the other hand,
wr(t) = : when the leader switches from the rectilinear to the curgair
m/8 rad/s otherwise tracts (e.g. it € (20, 28]), a change in the visual information
which  undergoes a piecewise rectilinear-circula@ccurs and this leads to an improvement of the localization:
trajectory that is particularly suited for testing thdhe desired formation is in fact immediately recovered. The
condition (13), according to the geometrical interpretati consistency of the EKF is studied in Fig. 5(b) where a concise
in Sect. IllI-C. The formation considered in therepresentation of the estimation error, the time history of
simulation experiments consists of two followers. W&EES (see the Appendix), is provided (here = 4.38,

set s(0) = [0.261 2.183 1.047 0.368 4.399 0.524]7 and 72 = 7.87 and N = 15). Comparing Fig. 5(a) with Fig.5(b),
sdes = 0.3 37/4 0.3 57T/4]T, where distances are in meterdt is evident that the NEES tends to leave the 95% bounds

and angles in radians. exactly in correspondence of the rectilinear tracts of daglér

The gain matrix of the controller i& = 61,, whereI, trajectory (e.g. irt € (14,20]).

denotes the x 4 identity matrix. The EKF was initialized with ~ Fig.5(c) reports the time history of dét). Note thatJ

$(0] = 1) = [3p1(0) ¥1(0) B1(0) 3p2(0) w2(0) B2(0)]T is relative to follower 1: similar results are obtained when
corresponding to a 50% perturbation of the unknowthe J relative to the follower 2 is considered. According to
distances to the leader and covariance matroondition (13), we see that the state (analogouslyss) is
POl — 1) = 1072 . diag{1, 1.1, 1.1, 1, 1.1, 1.1}. observable along the curvilinear tracts of the trajectasy,
The other parameters ar. =10 ms, d =0.1 m, Q = wheredet(J) # 0. More interestingly, note thafet(J) is
diag{3-107°, 0, 0, 3-107°, 0, o} and R = ol;, where near zero in the time intervals in which the NEES increases,
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25} P AN
2F %ﬁ//&/ t=55 W\k“\&
15F /,&"
= A p A [3
% 05t p %/ =75 %1
T v

-05

-15
— Leader

Fig. 6. Experimental setup. TH8carabrobots used in the experiments. 2| Folower (estimated)| </

-3 -2 -1 0 1

meaning that the state (analogouslyss) is not observable
there. Even though further theoretical investigationswaeded
to confirm this result, this empirical evidence makes us co
jecture that Prop. 3 is both necessary and sufficient, ia. t
the singularity of the EOJ matrix can be used as an index
non-observability.

VI. EXPERIMENTS

In order also to validate the proposed formation control
strategy in a real scenario, some experiments have been (0)
carried out at the GRASP Lab, University of Pennsylvaniay.
Philadelphia. The experimental setup consists of &earab
robots acting as the leader and the follower (see Fig. 6).

The Scarab is a differential driven robotic platform design
at the GRASP Lab, measurirzp x 13.5 x 22.2 cm?®. The
leader and the follower run identical modularized softwar
with well-defined interfaces connecting modules via the/@&la
robot architecture system. In order to provide a grounchtrut
information of the actual robots pose, a tracking system (d) (e)
consisting of LED markers on the top of each robot and eight
overhead cameras are employed. More technical detailseon fy. 7. Experimental results. (a) Trajectory of the leadet tne follower. The
Scarab robots and on the tracking system can be found in [1' e instants in which the leader switches from the reetinto the circular

. . . o tracts and viceversa, are highlighted. (b)-(e) Snapshota the experiment.

Each robot is uniquely identified by a colored marker an
equipped with a panoramic camera, consisting of a hyperboli
Remote Reality mirror (folded) screwed on a Point Grey Fire- For the experiment, we choss(0)=3§(0] —1) =
fly IEEE 1394 camera. The image resolutior3®) x 240 pix- [0.75 m, 5/47 rad,0]” andsés = [0.5 m, 5/47 rad”. The
els. Only the image principal poirfo, v) is known and is ool ,gains areél — ks —'05 and T —01s. Moreover,
given by(15948, 12370) pixels and(172.89, 12653) pixels, P(0| _ 1) - 10721, Q= 1075 . dlag{3 9 9} andR =
for the leader and the follower's camera, respectively. HS}/O_s -diag{9.1, 9.1}. n
color blob detection is run on each robot using the Intel's ’
OpenCV libraries. Though many other techniques are a\lailal?i
in the literature (e.g. optical-flow, corner detection,.gteve =
experienced good real-time performances and robustnesse)%
our code to changing in illumination, to partial occlusi@msl

alsot to tfh teh traclglntg OL ft?]r robof. ;h_e 2%|stance between tﬁ%e instants in which the leader switches form the linear to
celr\wl etr Oth te éo Ot atnh € marker fS_th I_CI?D K tthe curvilinear trajectory, and viceversa. A series of shajps
ote that, due to the presence ot the marker on '?r%m the experiment is reported in Figs. 7(b)-7(e). The eang

top of each robot, the position of the panoramic camera QWimation errop— j and the range tracking errpf* — j are

the vehicles is different from that shown in Fig. 1. Howeve;rShOWn in Fig. 8(a) and Fig. 8(b), respectively. Note that, as
a simple algebraic transformation is sufficient to readapt t ' ’

expected from the theory (see Sect. lI-C), the estimatiath a

robots angle measurement to the "?Ode' in Fig. 1'.Thf§acking errors decrease and stay close to zero approXimate
transformation has been implemented in the code running on

the robots without significantly affecting the performame® 15 ideo of the experiments can be downloaded at
the computational burden. www.dii.unisi.it/ ~gmariottini/VisionLocalizationMultirobot. m4v.

As in Sect. V, we selected an input vectfor,, w;]? giving

se to a rectilinear/circular trajectory.

ig. 7(a) shows the trajectory of the robots during the whole
eriment, from which it can be seen that the follower
ucceeds in attaining the desired formation. We highlidtite
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(b)

APPENDIX
CONSISTENCY OF A STATE ESTIMATOR

Definition 2: A state estimator is said to m@nsisten{2] if

<Q 02 I 02
'Qm g o A its state estimation errai(k|k) £ §(k) — s(k|k) is such that
o W A W/ w E[s(k|k)] = 0 and E[3(k|k)8(k|k)T] = P(k|k).
To practically evaluate the consistency of an estimata, th

,D normalized estimation error squargtNEES) is defined:

e(k) & s(klk)T P71 (k|k) 8(k|k).

Let us considerN Monte Carlo simulations that pro-
2 i vide N samplese;(k) of the random variables(k).
: I g(k)
| pothesis that the state estimation errors are consisteht wi
the estimator calculated covariances is not invalidated
é(k) S [7‘1, 7‘2], ri, 1o € IR.

Under the Gaussian assumptia¥iz (k)
is a N 3¢ degrees of freedom Chi-square distribution, ro
can then be computed from a table providing the points on

Let
= Zij\il e;(k) be the sample mean af(k). The hy-

2 2
~ XN 3q wherex%, 3q

the Chi-square distribution for a given tail probabilityeés

Fig. 8. Experimental results. Time history of (a) the obagon error; (b)
the control error; (c) défd).

e.g. Appendix C in [2]).
It is worth noting that even if specifically designed for
linear systems, the consistency criterion based on the NEES

is commonly used also in the nonlinear case.

in t € [20, 55], that is during the circular trajectory. Moreover,
in confirmation of the simulation results of Sect. V, the EOJ1
matrix is close to singularity approximately at the sameetim[ ]
instants in which the tracking and estimation errors insegea [2]

that is when the leader moves along the rectilinear traets (s
Fig. 8(c). <
[4]
VII. CONCLUSIONS AND FUTURE WORK

This paper studies the vision-based localization and obntr Bl

of a leader-follower formation of nonholonomic mobile rd&o
Each robot is equipped with a panoramic camera which onlif]
provides the view-angle to the other vehicles. The visiaadul
formation localizability problem is addressed using a nafv s [7]
ficient observability condition based on the Extended Outpu
Jacobian matrix. The state of the leader-follower system i@
estimated via the extended Kalman filter and an input-state
feedback control law is designed to stabilize the formation
Simulations as well as real-data experiments performeld wi
Scarab robots illustrate the theory and show the effectisen [10]
of the proposed design.

The comparison between the extended Kalman filter ahd!
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