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Abstract

In setting up a formal system to specify a grammar formalism, the conventional (mathematical) wisdom is to start with primitives (basic primitive structures) as simple as possible, and then introduce various operations for constructing more complex structures. An alternate approach is to start with complex (more complicated) primitives, which directly capture some crucial linguistic properties and then introduce some general operations for composing these complex structures. These two approaches provide different domains of locality, i.e., domains over which various types of linguistic dependencies can be specified. The latter approach, characterized as complicate locally, simplify globally (CLSG), pushes non-local dependencies to become local, i.e., they arise in the basic primitive structures to start with.

The CLSG approach has led to some new insights into syntactic description, semantic composition, language generation, statistical processing, and psycholinguistic phenomena, all these with possible relevance to the cognitive architecture of language. In this paper, we will describe these results in an introductory manner making use of the framework of Lexicalized Tree-Adjoining Grammar (LTAG), a key example of the CLSG approach, thereby describing the interplay between formal analysis on the one hand and linguistic and processing issues on the other hand.
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1 Introduction

The conventional (mathematical) wisdom in specifying a grammar formalism is to start with basic primitive structures as simple as possible and then in-
roduce various operations for constructing more complex structures. These operations can be simple or complex and the number of operations (although finite) need not be limited. New operations (simple or complex) can be introduced in order to describe more complex structures.

An alternate approach is to start with complex (more complicated) primitives, which capture directly some crucial linguistic properties and then introduce some general operations for composing these complex structures (primitive or derived). What is the nature of these complex primitives? In the conventional approach the primitive structures (or rules) are kept as simple as possible. This has the consequence that information (e.g., syntactic and semantic) about a lexical item (word) is distributed over more than one primitive structure. Therefore, the information associated with a lexical item is not captured locally, i.e., within the domain of a primitive structure. We will illustrate this in Section 1.1 in terms of the well-known context-free grammar (CFG) framework.

In contrast, in the alternate approach described in this paper, we allow the primitive structures to be as complex as necessary to capture all the relevant information about a lexical item in the local domain of a primitive structure. The kinds of information that need to be localized are as follows: (a) a lexical item taken as a predicate has zero or more arguments, (b) the arguments need to satisfy certain syntactic and semantic constraints, which are determined by the lexical item, and (c) the arguments will occupy different positions relative to the position of the lexical item. Hence, in the alternate approach, all the pieces of information associated with a lexical item have to be represented in the local domains of the primitive structures of the formal system. In Section 1.3, we will illustrate these ideas in terms of the lexicalized tree-adjoining grammar (LTAG), a class of grammars that illustrates this alternate approach by adopting it in its extreme form.

In this alternate approach, although the primitives are complex and there may be more than one primitive structure associated with a lexical item, the number of primitives is finite. Further, the combining operations are kept to the minimum and they are language independent (i.e., universal). It will be shown later that the alternate approach, which starts with complex primitives and can be characterized as complicate locally, simplify globally (CLSG), pushes non-local dependencies to become local, i.e., they are located in the basic primitive structures to start with. In the conventional approach they are spread out over one or more primitive structures. The architecture resulting from the CLSG approach has important implications for linguistics, computational linguistics, and psycholinguistics, including generation and acquisition. Some of these implications will be illustrated later by examples in Section 4.

We will discuss the various issues arising out of the CLSG approach in the
context of the formal system known as the Lexicalized Tree-Adjoining Grammar (LTAG) \(^1\). LTAG and some of its extensions have been investigated both formally and computationally for over twenty five years \(^2\). LTAG represents a class of grammars that illustrates the CLSG approach by adopting it in an extreme form and thus serves to bring out the payoffs of the CLSG strategy. These payoffs are at least in the following key dimensions \(^3\).

- An extension of the notion of lexical ambiguity making it possible to unify some ambiguities, conventionally treated as structural ambiguities, with the usual lexical ambiguities, making them both lexical and leaving the other ambiguities as the only structural ambiguities (pure attachment ambiguities).
- Representation of scope ambiguities as attachment ambiguities in the syntax itself, resulting in syntactic derivations that are underspecified by just the right amount.
- Unification of even putative non-lexical information (which, in the conventional approaches, is scattered across different primitive structures, structure transformation rules, and logical forms) in terms of the finite set of primitive lexicalized structures of LTAG and the two combining operations of substitution and adjoining.

  This unification is the result of a notion of lexicalization. In the LTAG conception of lexicalization, each primitive structure of LTAG is associated with a lexical item and the structure not only encapsulates all and only the arguments of the lexical anchor but crucially, also provides a structural slot for each one of the arguments. It is this notion of lexicalization that

\(^{1}\) There is another dimension in which formal systems can be characterized. One could start with an unconstrained formal system (Turing machine equivalent, for example) and then add linguistic constraints, which become in a sense, all stipulative. Alternatively, one could start with a formal system that is constrained and just adequate for describing language. The formal constraints then become universal, in a sense. All other linguistic constraints become stipulative and language specific. Now it turns out that the CLSG approach leads to constrained formal systems, LTAG in particular. This convergence is of interest in its own right. However, in this paper, we will not discuss constrained systems in their own right. Our focus will be on the CLSG approach and its implications for the architecture of the grammars and their processors.

\(^{2}\) See Joshi, Levy, & Takahashi (1975); Joshi (1985); Kroch & Joshi (1985); Vijayan-Shanker (1987); Weir (1988); Kroch (1989); Kroch & Santorini (1991); Schabes (1992); Rambow (1994); Resnik (1992); Chiang (2000); Sarkar (2002); Abeillé (2002); Prolo (2003).

\(^{3}\) Using the CLSG approach it is also possible to study directly many aspects of strong generative capacity, in terms of the set of structural descriptions (i.e., sentence structures), provided by a formal system and not just the strings (i.e., sentences. The former are more relevant to the linguistic descriptions (Miller, 1999; Joshi, 2003). This aspect is not pursued in this paper.
takes LTAG beyond other lexicalized grammars\textsuperscript{4} and provides a notion of locality that results in these payoffs.

By using simple examples to illustrate the formal aspects that are needed to discuss various issues, I will try to communicate the interplay between formal analysis on the one hand and linguistic and processing issues, on the other hand, something that, I hope, is consistent with the criteria for the David E. Rumelhart Prize. The work reported here is by no means a survey of all the formal work related to language, computation, and processing; it is only a slice from my particular perspective\textsuperscript{5}.

The plan of the paper is as follows: in the remainder of Section 1 we will introduce the notions of domain of locality and lexicalization in the context of the well-known context-free grammars (CFG) and then show how lexicalized tree-adjoining grammars (LTAG) arise in the process of lexicalizing CFGs and extending the domain of locality. In Section 2, we will also show how the architecture of the building blocks of LTAG directly predicts many complex dependency patterns and then summarize some important properties of LTAG. In Section 3, we will introduce two alternate perspectives for LTAG: (a) supertagging and (b) flexible composition, and discuss their implications for language description and language processing, and more importantly, their psycholinguistic relevance in, Section 4. In this Section, we will also briefly mention some other implications of the LTAG architecture from the linguistic, computational, and psycholinguistic perspectives. Some of these issues are

\textsuperscript{4} For example, in a categorial grammar (CG) each lexical item is also associated with an expression that encodes the arguments of that lexical item. However, in this representation, the different structural positions occupied by the different arguments are not shown in the primitive expression associated with the lexical item. These positions implicitly arise in the course of the derivation. In this sense LTAG can be viewed as a class of grammars emerging from the full use of the CLSG approach.

\textsuperscript{5} There are several formal systems that are clearly related to LTAG. Some examples are Combinatory Categorial Grammars (CCG)(Steedman, 1996), Stabler’s version of minimalist grammars (Stabler, 1997), Lexical Functional Grammars (LFG)(Kaplan & Bresnan, 1983), Head Driven Phrase Structure Grammars (HPSG)(Pollard & Sag, 1994), for a constrained version of HPSG, see Kasper, Kiefer, Netter, & Vijay-Shanker (1995). Linear Indexed Grammars (LIG) by Gazdar, and Head Grammars (HG) by Pollard, CCG, and LTAG have all been shown to be weakly equivalent, i.e., in terms of the string sets they generate but not in terms of the structural descriptions. These relationships have been discussed extensively in Joshi, Vijay-Shanker, K., & Weir, D. (1991). CCGs are close to LTAGs, however, LTAGs are \textit{fully lexicalized}, in the sense that each elementary tree of LTAG not only encodes the argument structure of the lexical anchor but also the structural positions the arguments would occupy in minimal clauses. In this sense, the elementary trees of LTAG can be considered as structured categories (see Section 3 for supertags), see also Joshi & Kulick (1997).
discussed by other authors in this issue of the journal. Finally, in Section 5, we will summarize the main issues concerning the CLSG approach.

1.1 Domain of locality of CFGs

In a context-free grammar (CFG) the domain of locality is the one level tree corresponding to a rule in a CFG (Fig. 1). It is easily seen that the arguments of a predicate (for example, the two arguments of likes) are not in the same local domain. The two arguments are distributed over the two rules (two domains of locality)– $S \rightarrow NP \ VP$ and $VP \rightarrow V \ NP$. They can be brought together by introducing a rule $S \rightarrow NP \ V \ NP$. However, then the structure provided by the VP node is lost. We should also note here that not every rule (domain) in the CFG in (Fig. 1) is lexicalized.

![CFG](image)

Fig. 1. Domain of locality of a context-free grammar

The five rules on the right are lexicalized, i.e., they have a lexical anchor. The rules on the left are not lexicalized. The second, the third and the fourth rule on the left are almost lexicalized, in the sense that they each have at least one preterminal category, ($V$ in the second rule, $ADV$ in the third rule, and $DET$ and $N$ in the fourth rule), i.e., by replacing $V$ by likes, $ADV$ by passionately, and either $DET$ by the or $N$ by man, these three rules will become lexicalized. However, the first rule on the left ($S \rightarrow NP \ VP$) cannot be lexicalized, not certainly by man.

Can a CFG be lexicalized, i.e., given a CFG, $G$, can we construct another CFG, $G'$, such that every rule in $G'$ is lexicalized and $T(G)$, the set of (sentential) trees (i.e., the tree language of $G$) is the same as the tree language $T(G')$ of $G'$? Of course, if we require that only the string languages of $G$ and $G'$ be the same (i.e., they are weakly equivalent) then any CFG can be lexicalized. This follows from the fact that any CFG can be put in the Greibach normal form (see (Linz, 2001)) where each rule is of the form $A \rightarrow w \ B_1 \ B_2 \ ... \ B_n$ where $w$ is a lexical
item and the B’s are nonterminals. We call this \textit{weak} lexicalization. The lexicalization we are interested in requires the tree languages (i.e., the set of structural descriptions) to be the same (i.e., strong equivalence). We call this \textit{strong} lexicalization. It is easily seen, even from the example in (Fig. 1), that a non-lexicalized CFG cannot be necessarily strongly lexicalized by another CFG. Basically this follows from the fact that the domain of locality of CFG is a one level tree corresponding to a rule in the grammar (for detail see Joshi & Schabes (1997)). In Section 1.2 we will consider lexicalization of CFG by larger (extended) domain of locality.

Before proceeding further, it would be helpful to review certain definitions. The primitive structures of a formalism (also called elementary structures or elementary trees, as special cases) provide a \textit{local} domain for specifying linguistic constraints (pieces of linguistic theory) in the sense that if the constraints are specifiable by referring to just the structures that are associated with the elementary structures then it is specifiable over the domain of these elementary structures. Therefore, we refer to the domains corresponding to the elementary structures as \textit{domains of locality}. Formalism A is said to provide an \textit{extended domain of locality} as compared to a formalism B if there is a linguistic constraint which is not specifiable in the local domains associated with B but which is specifiable in the local domains associated with A. The goal of the CLSG approach is to look for a formalism which provides local domains large enough so that, in principle, \textit{all} linguistic constraints (pieces of linguistic theory) can be specified over these local domains. In the conventional approach (e.g., CFG based) the specification of a constraint is often spread out over more than one local domain and thus the specification of a constraint is intertwined with the how the local domains are composed by the grammar, in other words, specification of a constraint will require specification of recursion, resulting in an effectively unbounded domain. In contrast, in the CLSG approach, we seek a system with extended (but still finite) domains of locality capable of specifying the linguistic constraints over these extended domains. Thus, recursion does not enter into the specification of the constraints. We call this property as \textit{factoring recursion away from the domains of locality}.

Fig. 2. Substitution

\footnote{The Greibach form of the rule is related to the categories in a categorial grammar.}
Now we can ask the following question. Can we strongly lexicalize a CFG by a grammar with a larger domain of locality? Fig. 2 and Fig. 3 show a tree substitution grammar where the elementary objects (building blocks) are the three trees in Fig. 3 and the combining operation is the tree substitution operation shown in Fig. 2. The down arrows in Fig. 2 and Fig. 3 denote the substitution sites. Note that each tree in the tree substitution grammar (TSG), \( G' \) is lexicalized, i.e., it has a lexical anchor. It is easily seen that \( G' \) indeed strongly lexicalizes \( G \). However, TSGs fail to strongly lexicalize CFGs in general. We show this by an example. Consider the CFG, \( G \), in Fig. 4 and a proposed TSG, \( G' \). It is easily seen that although \( G \) and \( G' \) are weakly equivalent they are not strongly equivalent. In \( G' \), suppose we start with the tree \( \alpha_1 \) then by repeated substitutions of trees in \( G' \) (a node marked with a vertical arrow denotes a substitution site) we can grow the right side of \( \alpha_1 \) as much as we want but we cannot grow the left side. Similarly for \( \alpha_2 \) we can grow the left side as much as we want but not the right side. However, trees in \( G \) can grow on both sides. In order for a tree to grow on both sides, the distance between the lexical anchor of a tree, \( a \), and the root of the tree, \( S \), must become arbitrarily large. Substitution makes a tree grow only at the leaves of the tree and cannot make it grow internally. Hence, the TSG, \( G' \), cannot strongly lexicalize the CFG, \( G \) (Joshi & Schabes, 1997). Thus, even with the extended domain of locality of TSGs we cannot strongly lexicalize CFGs as long as substitution is the only operation for putting trees together.

We now introduce a new operation called adjoining as shown in Fig. 5. Adjoining involves splicing (inserting) one tree into another. More specifically, a tree \( \beta \) as shown in Fig. 5 is inserted (adjoined) into the tree \( \alpha \) at the node \( X \) resulting in the tree \( \gamma \). The tree \( \beta \), called an auxiliary tree, has a special form. The root node is labeled with a nonterminal, say \( X \) and on the frontier there is also a node labeled \( X \) called the foot node (marked with *). There could be other nodes (terminal or nonterminal) on the frontier of \( \beta \), the nonterminal
Fig. 4. A tree substitution grammar

Fig. 5. Adjoining

Fig. 6. Adjoining arises out of lexicalization

nodes marked as substitution sites (with a vertical arrow). Thus, if there is another occurrence of $X$ (other than the foot node marked with *) on the frontier of $\beta$ it will be marked with the vertical arrow and that will be a substitution site. Given this specification, adjoining $\beta$ to $\alpha$ at the node $X$ in $\alpha$ is uniquely defined. Adjoining can also be seen as a pair of substitutions as follows: The subtree at $X$ in $\alpha$ is detached, $\beta$ is substituted at $X$ and the detached subtree is then substituted at the foot node of $\beta$. A tree substitution grammar when augmented with the adjoining operation is called a tree-adjoining grammar (lexicalized tree-adjoining grammar because each elementary tree is lexically anchored). In short, LTAG consists of a finite set of elementary trees, each lexicalized with at least one lexical anchor. The elementary trees are either initial or auxiliary trees. Auxiliary trees have been defined already. Initial trees are
those for which all nonterminal nodes on the frontier are substitution nodes. It can be shown that any CFG can be strongly lexicalized by an LTAG (Joshi & Schabes, 1997).

In Fig. 6, we show a TSG, \( G' \), augmented by the operation of adjoining, which strongly lexicalizes the CFG, \( G \). Note that the LTAG looks the same as the TSG considered in Fig. 4. However, now trees \( \alpha_1 \) and \( \alpha_2 \) are auxiliary trees (foot node marked with *) that can participate in adjoining. Since adjoining can insert a tree in the interior of another tree it is possible to grow both sides of the tree \( \alpha_1 \) and tree \( \alpha_2 \), which was not possible earlier with substitution alone. In summary, we have shown that by increasing the domain of locality we have achieved the following: (1) lexicalized each elementary domain, (2) introduced an operation of adjoining, which would not be possible without the increased domain of locality (note that with one level trees as elementary domains, adjoining becomes the same as substitution since there are no interior nodes to be operated upon), and (3) achieved strong lexicalization of CFGs.

Fig. 7. LTAG: Elementary trees for \textit{likes}

Fig. 8. LTAG: Sample elementary trees
1.3 Lexicalized tree-adjoining grammars

Rather than giving formal definitions for LTAG and derivations in LTAG, we will give a simple example to illustrate some key aspects of LTAG. We show some elementary trees of a toy LTAG grammar for English. Fig. 7 shows two elementary trees for a verb such as *likes*. The tree \( \alpha_1 \) is anchored on *likes* and encapsulates the two arguments of the verb. The tree \( \alpha_2 \) corresponds to the object extraction construction. Since we need to encapsulate all the arguments of the verb in each elementary tree for *likes*, for the object extraction construction, for example, we need to make the elementary tree associated with *likes* large enough so that the extracted argument is in the same elementary domain. Thus, in \( \alpha_2 \), the node for \( NP(wh) \) (the extracted argument) has to be in the tree for *likes*. Further, there is a dependency between the \( NP(wh) \) node and the \( NP \) node which is the complement of *likes* (i.e., to the right of \( V \) dominating *likes* and this dependency is local to \( \alpha_2 \). The tree \( \alpha_2 \) not only shows that \( NP(wh) \) is an argument of *likes* but also that it is large enough to indicate a specific structural position for that argument.

Therefore, in principle, for each ‘minimal’ construction in which *likes* can appear (for example, subject extraction, topicalization, subject relative, object relative, passive, etc.) there will be an elementary tree associated with that construction. By minimal we mean that all recursion has been factored away. This factoring of recursion away from the domain over which the dependencies have to be specified is a crucial aspect of LTAGs, as they are used in linguistic descriptions. This factoring allows all dependencies to be localized in the elementary domains. In this sense, there will, therefore, be no long distance dependencies as such. They will all be local and will become long distance on account of the composition operations, especially adjoining. This will become clear as soon as we describe the derivation in Fig. 9.

Fig. 8 shows some additional elementary trees – trees \( \alpha_3, \alpha_4, \alpha_5 \), and \( \beta_1 \) and \( \beta_2 \). The \( \beta \) trees with foot nodes marked with * will enter a derivation by the operation of adjoining. The \( \alpha \) trees enter a derivation by the operation of substitution.

A derivation using the trees \( \alpha_2, \alpha_3, \alpha_4, \alpha_5, \beta_1, \) and \( \beta_2 \) is shown in Fig. 9. The trees for *who* and *Harry* are substituted in the tree for *likes* at the respective

---

\(^7\) In the actual LTAG grammar each node in an elementary tree is decorated with attribute value structures (feature structures) which encode various linguistic constraints specified over the domain of an elementary tree. There is no recursion in these feature structures. We omit these details here as they are not essential for our immediate purpose.

\(^8\) This distinction between the two types of elementary trees is characterized in LTAG in terms of initial trees (the \( \alpha \) trees) and the auxiliary trees (the \( \beta \) trees).
Fig. 9. LTAG derivation for \textit{who does Bill think Harry likes}

\textit{NP} nodes, at node addresses 1 and 2.1 in \(\alpha_2\). The tree for \textit{Bill} is substituted in the tree for \textit{think} at the \textit{NP} node at the node address 1 in \(\beta_1\), the tree for \textit{does} is adjoined to the root node (address 0) of the tree for \textit{think} tree (adjoining at the root node is a special case of adjoining), see Fig. 10 for this intermediate derived tree.

Fig. 10. Intermediate derived tree for \(\beta_2\) adjoined to \(\beta_1\)

Finally, the derived auxiliary tree (after adjoining \(\beta_2\) to \(\beta_1\)) is adjoined to the indicated interior \(S\) node of the tree \(\alpha_2\) at the address 2 in \(\alpha_2\). This derivation results in the \textit{derived tree} for

\textit{Who does Bill think Harry likes}

as shown in Fig. 11. Note that the dependency between \textit{who} and the complement \textit{NP} in \(\alpha_2\) (local to that tree) has been stretched in the derived tree in Fig. 11. It has become long distance. However, it started out as a local dependency. A key property of LTAGs is that all dependencies are local, i.e., they are specified in the elementary trees. They can become long distance as a result of the composition operations. Fig. 11 is the conventional tree associated with the sentence.
Fig. 11. LTAG derived tree for who does Bill think Harry likes

However, in LTAG, there is also a derivation tree, the tree that records the history of composition of the elementary trees associated with the lexical items in the sentence. This derivation tree is shown in Fig. 12. The nodes of the tree are labeled by the tree labels such as $\alpha_2$ together with its lexical anchor $\textit{likes}$\(^9\). The number on an edge of a derivation tree refers to the node address in a tree into which either a substitution or adjoining has been made. Thus, for example, in Fig. 12 the $\alpha_3(\textit{who})$ tree is substituted at the node with address 1 in the tree $\alpha_2(\textit{likes})$, the tree $\beta_1(\textit{thinks})$ is adjoined at the address 2 in the tree $\alpha_2(\textit{likes})$, etc. Solid edges denote substitution and dotted edges denote adjoining.

The derivation tree is the crucial derivation structure for LTAG. It records the history of composition in terms of the elementary trees (primitive building blocks) of LTAG. The derived tree in Fig. 11 does not indicate what the component elementary trees are for the final derived tree. It should be clear that from the derivation tree we can always obtain the derived tree by performing the substitutions and adjoinings indicated in the derivation tree. So, in this sense, the derived tree is redundant.

Further, for semantic computation, the derivation tree (and not the derived tree) is the crucial object. Compositional semantics is defined on the derivation tree. The idea is that for each elementary tree there is a semantic representation associated with it and these representations are composed using the derivation tree. Since the semantic representation for each elementary tree is directly associated with the tree, there is no need to reproduce necessarily the internal hierarchy in the elementary tree in the semantic representation (Joshi & Vijay-Shanker, 1999; Kallmeyer & Joshi, 1999; Joshi, Kallmeyer, & Romero, 2003). This means that the hierarchical structure internal to each elementary tree need not be reproduced in the semantic representation. This leads to the

\(^9\) The derivation trees of LTAG have a close relationship to dependency trees, although there are some crucial differences. The semantic dependencies are the same, however.
so-called flat semantic representation. i.e., the semantic expression associated with the sentence is essentially a conjunction of semantic expressions associated with each elementary tree. Of course, relevant machinery has to be provided for scope information (for details see Kallmeyer & Joshi (1999)). The semantics need not be compositional at the level of the elementary trees. It is, however, compositional at the level of the derivation tree, i.e., at the level at which the elementary trees are assembled. This aspect of the architecture is also helpful in dealing with some of the non-compositional aspects, as in the case of rigid and flexible idioms (see Abeillé (2002); Stone & Doran (1999)).

Fig. 12. LTAG derivation tree

2 Some important properties of LTAG

2.1 Nested and crossed dependencies

The two key properties of LTAG are (1) extended domain of locality (EDL) (for example, as compared to CFG), which allows (2) factoring recursion from the domain of dependencies (FRD), thus making all dependencies local. All other properties of LTAG (mathematical, linguistic, and even psycholinguistic) follow from EDL and FRD. Roughly speaking, this follows from the fact that since all dependent elements are encapsulated in each elementary tree, all interesting properties of LTAG follow directly from the architecture of the elementary trees. We will illustrate this by considering nested and crossed dependencies. Fig. 13 shows an LTAG for nested dependencies. This is, of course, a CFG represented as an LTAG. The elementary trees $\alpha_1$ and $\beta_1$ are both one level (depth one) trees and each tree encapsulates the two dependent elements $a$ and $b$, which are at the same level (depth). The tree $\gamma$ is obtained by

---

10 The general notion of flat semantics is related to the notion of minimal recursion semantics (MRS) (Copestake, Flickinger, Sag, & Pollard, 1999). MRS has been used in the semantic computation in the HPSG framework. In the LTAG framework the notion of elementary trees and the derivation tree which specifies the composition in terms of the elementary trees directly provides a representation for computing a flat semantics.
starting with $\alpha_1$, then adjoining the tree $\beta_1$ at the root node of $\alpha_1$, and then adjoining another instance of $\beta_1$ at the root node of the previously derived tree. The indices on the dependent elements show the nested dependencies in the linear string associated with $\gamma$. The rightmost tree in Fig. 13 is the derivation tree. The nodes are labeled by the names of the elementary trees, $\alpha_1$ and $\beta_1$. Going bottom up on the derivation tree, $\beta_1$ adjoins to another instance of $\beta_1$ at the address 0 in $\beta_1$. Then, the derived $\beta_1$ adjoins to $\alpha_1$ at the address 0 in $\alpha_1$. Once we have the derivation tree, the derived tree is redundant, because it is the result of carrying out the compositions (in our case, by adjoining) as depicted in the derivation tree.

Fig. 14, on the other hand, shows an LTAG for crossed dependencies. Here the architecture of the elementary trees is different from the trees in Fig. 13. Each elementary tree is of depth two and the two dependent elements $a$ and $b$ in each elementary tree are not at the same depth, $b$ is one level below $a$, although both are in the same tree. The derived tree $\gamma_1$ is obtained as follows. Starting with $\alpha_1$ and then adjoining $\beta_1$ to the interior $S$ node (as indicated by an arrow) of $\alpha_1$, we get $\gamma$. Then, adjoining another instance of $\beta_1$ at the interior $S$ node (as indicated by an arrow) of $\gamma$, we get $\gamma_1$. The indices on the dependent elements show the crossed dependencies in the linear string corresponding to $\gamma_1$. The rightmost tree in Fig. 14 is the derivation tree. This derivation tree is identical to the derivation tree in Fig. 13, except that $\beta_1$ in Fig. 14 is different from $\beta_1$ in Fig. 13. Further, going bottom up on the derivation tree, $\beta_1$ is adjoined to another instance of $\beta_1$ at the address 2 in $\beta_1$ and then the derived $\beta_1$ is adjoined to $\alpha_1$ at the address 2 in $\alpha_1$.

Fig. 13. An LTAG for nested dependencies

Note that the composition operation of adjoining is the same in both the examples. Whether we get nested dependencies or crossed dependencies is directly predicted from the architecture of the elementary trees. Nested dependencies arise due to center embedding in English as in (1) and due to complement embedding in German as in (2), (2’) shows the corresponding English word order).

(1) *The rat$_1$ the cat$_2$ chased$_2$ ate$_1$ the cheese*
Both (1) and (2) are examples of nested dependencies. However, they arise for different reasons as we have stated above. This difference can be articulated in the architecture of the respective elementary trees for (1) and (2). We will not discuss this detail here but will comment on this issue in the context of some processing issues discussed in Section 4.

Crossing dependencies arise due to complement embedding in Dutch (under certain conditions) as in (3), (3’ shows the corresponding English word order).

(3) Jan1 Piet2 Marie3 zag1 laten2 zwemmen3

(3’) Jan saw Piet make Marie swim

It is possible to obtain a wide range of complex dependencies by manipulating the architecture of the elementary trees of LTAG, which result in combining nested and crossed dependencies in complex manners. Such dependencies arise due to complex word order phenomena such as scrambling and clitic movement and also due to scope ambiguities. We will briefly describe these issues in Section 4.

2.2 Some formal properties

We will list some important properties and describe them very briefly.

1. TAGs are more powerful than CFGs, both weakly and strongly, i.e., TAGs not only generate more languages (strings) than CFGs (weak sense) but also generate more structural descriptions (trees) than CFGs (strong sense). It is
the strong power that is linguistically more relevant. Even if a language is context-free, a TAG for that language can assign structural descriptions not assignable by a CFG. Many complex word orders can be described as CFGs if we are concerned with strings only. However, if we want to make sure that for each string we have the correct structural description (i.e., correct semantics) then we may need more power, in the strong sense, than that provided by CFGs. We will pursue this issue in Section 4 in the context of a discussion of competence and performance properties.

2. TAGs carry over all formal properties of CFGs, modified in an appropriate manner. Thus, for example, the (worst case) parsing complexity of CFGs is $O(n^3)$, polynomial in $n$, where $n$ is the length of the sentence, while it is $O(n^6)$ for TAGs.

3. CFGs are associated with pushdown automata (PDA) in the sense that for every CFG there is an associated PDA which recognizes precisely the same language which the corresponding CFG generates. Similarly TAGs are associated with the so-called Embedded Pushdown Automata (EPDA) (Vijay-Shanker, 1987).

EPDAs are a generalization of PDAs. In a PDA a move of the automaton is determined by (a) the input symbol, (b) the current state of the automaton, and (c) the topmost symbol on the stack. The result of the move takes the automaton to a new state, pushing a new sequence of symbols on the top of the stack or popping the topmost symbol from the stack.

In an EPDA, a move may add a specified number of stacks to the left or right of the current stack. More specifically, a move of an EPDA is determined by (a) the input symbol, (b) the current state of the automaton, and (c) the topmost symbol on the (current) stack. The result of the move takes the automaton to a new state, pushing a new sequence of symbols on the (current) stack or popping the topmost symbol from the (current) stack, adding a specified (by the move) number of stacks to the left and right of the (current) stack, and pushing specified information on the newly introduced stacks. At the end of the move, crucially, the stack pointer points to the topmost symbol of the rightmost stack. It is this last requirement that makes an EPDA behave much like a PDA. The rightmost stack after a move becomes the current stack. During the moves of the automaton, if a stack becomes empty, we assume that it is eliminated from the sequence of stacks. In Section 4, we will explore some implications of the TAG-EPDA correspondence and the EPDA architecture for certain complex dependencies for human sentence processing.

4. TAGs (more precisely, the languages of TAGs) belong to a class of languages called mildly context-sensitive languages (MCCL). This class was proposed by (Joshi, 1985) with a suggestion that natural languages lie in this class. This
class was characterized by the following properties: (a) worst case parsing complexity of a language in this class is polynomial, i.e., it is proportional to $n^k$, for some integer $k$ and $n$ is the length of the sentence. For CFGs $k = 3$ and for TAGs, $k = 6$, (b) grammars for languages in this class can characterize a limited set of patterns of nested and crossed dependencies and their combinations, (c) languages in this class have the constant growth property, i.e., if the sentences of language are arranged in increasing order of length then the difference between the lengths of successive sentences is bounded by a constant, and (d) context-free languages are properly included in this class.

Property (a) just says that languages in MCSL are not too hard to parse. Property (b) says that complex dependency patterns are possible but completely arbitrary patterns of dependencies are not permitted. Property (c) captures the intuition that clauses have minimal lengths and a clause can be built further by adding a bounded amount of material to it. A sentence is made up of clauses and can be lengthened by adding a clause at a time. Property (d) says that MCSL is a proper extension of CFLs. CFGs have already been extensively used in formulating linguistic and computational theories, as well as psycholinguistic processing accounts.

Over the past 20 years or so the MCSL hypothesis has generated very fruitful research in comparing different linguistic and formal proposals, and discovering some equivalences among formalisms, leading to a proper interplay of formal frameworks, substantive linguistic theories, and computational and processing paradigms.

5. Large scale wide coverage grammars have been built using LTAG, the XTAG system (LTAG grammar and lexicon for English and a parser) being the largest so far (for further details see (XTAG, 2002))\(^{11}\). In the XTAG system, each node in each LTAG tree is decorated with two feature structures (top and bottom feature structures), in contrast to the CFG based feature structure grammars. This is necessary because adjoining can augment a tree internally, while in a CFG based grammar a tree can be augmented only at the frontier. It is possible to define adjoining and substitution (as it is done in the XTAG system) in terms of appropriate unifications of the top and bottom feature structures. Because of factoring recursion from the domain of dependencies, there is no recursion in the feature structures. Therefore, in principle, feature structures can be eliminated. However, they are crucial for linguistic descriptions. Constraints on substitution and adjoining are modeled via these feature structures (Vijay-Shanker, 1987). This method of manipulating feature structures is a direct consequence of the extended domain of locality of dependencies.

\(^{11}\) A large French grammar, FTAG is described in (Abeillé & Candito, 2002; Abeillé, 2002). Other sizable LTAG grammars exist for German, Hindi, and Korean. There may be some others that I am not aware of at this time.
3 Two alternate perspectives on LTAG

3.1 Supertagging

We will now describe a completely different perspective on LTAG. The elementary trees associated with a lexical item can be treated as if they are super parts-of-speech (super POS (parts-of-speech) or supertags), in contrast to the standard POS such as V (verb), N (noun) etc. Now, it is well known that local statistical techniques can lead to remarkably successful disambiguation of standard POS. Can we apply these techniques for disambiguating supertags, which are very rich descriptions of the lexical items? If we can, then, indeed, this will lead to almost parsing. This approach is called supertagging (Joshi & Srinivas, 1994; Srinivas & Joshi, 1998).

In Fig. 15, two elementary trees associated with the lexical item *likes* are shown. These are the same trees we have seen before. However, now we are going to regard these trees as super part-of-speech (supertags) associated with *likes*. Given a corpus parsed by an LTAG grammar, we can compute the statistics of supertags, statistics such as unigram, bigram, and trigram frequencies. Interestingly, these statistics combine not only lexical statistics but the statistics of constructions (as represented by the elementary trees) in which the items appear, thus combining lexical statistics with the statistics of the linguistic environments in which the lexical items appear.

![Fig. 15. Two supertags for likes](image)

Thus, for example, consider the string

*The purchase price includes two ancillary companies*

as shown in Fig. 16. The supertags associated with each word appear on top
of that word. Some words have only one supertag associated with them and others have more than one. In the current system there are about 15-20 supertags per word on the average, so there is a very high level of local ambiguity. In Fig. 17, the same supertags are shown for each word; however, for each word one supertag has been identified (in a box). This is the correct supertag for this word, in the sense that this is the supertag associated with this word in the correct parse of this sentence. Suppose we are able to find the correct supertag for each word in this sentence by applying local statistical disambiguation techniques, then for all practical purposes we will have parsed the sentence. It is not a complete parse because we have not put the supertags together, hence we call it an almost parse.

A supertagging experiment was carried out using trigrams of supertags\textsuperscript{12} and techniques similar to the standard POS disambiguation techniques (Joshi & Srinivas, 1994; Srinivas & Joshi, 1998). The corpus used was the Wall Street Journal Corpus (WSJ). With a training corpus of 1 million words and a test corpus of 47,000 words, the baseline performance was 75\% (i.e., 75\% of the words received the correct supertag). The baseline corresponds to the case when the supertag chosen for a word is just the most frequent supertag for this word. We know from the performance of disambiguators for the standard POS

\textsuperscript{12} These are trigrams of supertags and not just trigrams of words or even words with standard POS. These trigrams are trigrams of words, together with the supertags associated with these words.
that the baseline performance is 90% or better. The low baseline performance for supertagging is due to the fact that the local ambiguity is very high (about 15 to 20 on the average) in contrast to the local ambiguity of standard POS, which is about 1.5 for English. The performance of the trigram supertagger, on the other hand, is 92%. The improvement from 75% to 92% is indeed very remarkable. This means that 92% of the words received the correct supertag. More recent experiments based on other machine learning techniques have pushed the performance to about 93% (Chen & Vijay-Shanker, 2000; Shen & Joshi, 2003).

Of course, more can be said about this supertagging approach. There are techniques to improve the performance and to make the output look more like a complete parse. We will not discuss these aspects; rather, we will talk about the abstract nature of supertagging and its relevance to the use of the CLSG approach. In supertagging we are working with complex (richer) descriptions of primitives (lexical items in our case). The descriptions of primitives are complex because we try to associate with each primitive all information relevant to that primitive. Making descriptions more complex has two consequences: (1) local ambiguity is increased, i.e., there are many more descriptions for each primitive, however, (2) these richer descriptions of primitives locally constrain each other. There is an analogy here to a jigsaw puzzle—the richer the description of each piece the better, in the sense that there are stronger constraints on what other pieces can go together with a given piece. Making the descriptions of primitives more complex allows us to compute statistics over these complex descriptions but, more importantly, these statistics are more meaningful because they capture the relevant dependencies directly (for example, word-to-word dependencies, where each word is the lexical anchor of some supertag, and word-to-construction dependencies). Local statistical computations over these complex descriptions lead to robust and efficient processing. Supertagging by itself is not full parsing. However, parsing a sentence already supertagged is far more efficient (faster), on the average, as compared to parsing without supertagging. Supertagging is thus an example of a local computation on complex descriptions. Psycholinguistic relevance of supertagging is described in Section 4.

These considerations are directly relevant to other domains, such as AI. We can illustrate this by pointing out interesting relationships to the well known algorithm in (Waltz, 1975) for interpreting line drawings. What Waltz did was to make the descriptions of vertices more complex by adding information about the number and types of edges incident on a vertex. Again there is an analogy here to a jigsaw puzzle: the richer the description of a piece the better. By making the descriptions of vertices more complex, the local ambiguity was increased, for example, an L junction (a particular kind of junction in the taxonomy of junctions of edges) has about 92 physically possible labelings. However, local computations on these complex descriptions are adequate to
rapidly disambiguate these descriptions, leading to efficient computation.

3.2 Flexible composition

In this Section, we will take a different perspective on the operation of adjoining and explore its implications for linguistic description. Psycholinguistic implications are described in Section 4. In adjoining, we insert an auxiliary tree, with the root and foot nodes labeled with \( X \), into a tree at a node with label \( X \). In Fig. 18 and Fig. 19, we present an alternate perspective on adjoining, leading to the notions of multi-component LTAGs and flexible composition.

![Fig. 18. Adjoining as Wrapping 1](image)

![Fig. 19. Adjoining as Wrapping 2](image)

The tree \( \alpha \) which receives adjunction at \( X \) can be viewed as made up of two trees, the supertree at \( X \) and the subtree at \( X \) as shown in Fig.18. Now, instead of the auxiliary tree \( \beta \) adjoined to the tree \( \alpha \) at \( X \), we can view this composition as a wrapping operation—the supertree of \( \alpha \) and the subtree of \( \alpha \) are wrapped around the auxiliary tree \( \beta \), as shown in Fig. 19. The resulting tree \( \gamma \) is the same as before. Wrapping of the supertree at the root node of \( \beta \) is like adjoining at the root (a special case of adjoining) and the wrapping of the subtree at the foot node of \( \beta \) is like substitution. Hence, this wrapping operation can be described in terms of substitution and adjoining. This is clearly seen in the linguistic example in Fig. 20 and Fig. 21. The auxiliary tree \( \beta \) can be adjoined to the tree \( \alpha \) at the indicated node in \( \alpha \) as shown in Fig. 20. Alternatively, we can view this composition as adjoining the supertree \( \alpha_1 \) (the \( \text{wh} \) tree) at the root node of \( \beta \) and substitution of the subtree \( \alpha_2 \) (the \( \text{likes} \) tree) at the foot node of \( \beta \) as shown in Fig. 21. The two ways of composing \( \alpha \) and \( \beta \) are semantically coherent, in the sense that both ways of composing
lead to the same semantics. The difference is that, in one case, $\beta$ serves as the function and $\alpha$ as the argument and, in the other case, the two components of $\alpha$ (the supertree and the subtree of $\alpha$ at $X$) serve as the function and $\beta$ serves as the argument.\(^{13}\)

\[\begin{align*}
\alpha & \quad S \\
\text{NP(wh)} & \quad S \\
\text{NP} & \quad \text{VP} \\
\text{V} & \quad \text{NP} \\
\text{likes} & \quad \epsilon \\
\beta & \quad S \\
\text{NP} & \quad \text{VP} \\
\text{V} & \quad S^* \\
\text{think} &
\end{align*}\]

Fig. 20. Wrapping as substitution and adjunction

The wrapping perspective\(^{14}\) can be formalized in terms of the so-called multi-component LTAGs (MC-LTAGs). They are called multi-component because the elementary objects can be sets of trees; in our examples, we have two components (in which $\alpha$ was split). When we deal with multi-components, we can violate the locality of the composition very quickly because the different components may be attached\(^{15}\) (by adjoining or substitution) to different

\(^{13}\)Such flexibility is also available in a CFG based system. Thus, in a CFG rule $A \rightarrow BC$, $B$ can be treated as a function and $C$ as the argument, resulting in $A$, or alternatively, $C$ as the function and $B$ as the argument, also resulting in $A$. However, it is easily seen that this flexibility does not lead to any increase in the strong generative capacity (no additional structural descriptions). This is so because a CFG rule is essentially a string rewriting rule and we are composing essentially flat structures. In an LTAG, we are composing larger structures (extended domains of locality) and therefore, flexibility of composition can provide greater strong generative capacity. In a categorial grammar (CG), $A$, $B$, and $C$ are structured categories. Flexible composition (which is achieved by the operation of type raising) can give additional structural descriptions but not to the extent that is possible in LTAG. This is because, although both LTAG and CG encode the arguments of a lexical item, in the LTAG elementary structures, the different positions occupied by each argument are also encoded. It is this property of LTAG and the fact that in LTAG we compose trees and not strings as in a CFG or CG that leads to the increased strong generative power.

\(^{14}\)Readers familiar with categorial grammars will notice some similarity to the wrapping rule in (Bach, 1988), which he introduced to relate the structure of persuaded John to leave to the structure of persuade to leave John, the former derived from the latter by an operation of wrapping. The wrapping operation we have defined is much more general and involves structures far more articulated than those in CFG, CG, and Bach’s wrapping rule.

\(^{15}\)We will use the term *attachment* as a cover term for both substitution and ad-
nodes of a tree and these nodes may or may not be part of an elementary tree, depending on whether the tree receiving the multi-component attachments is an elementary or a derived tree. The obvious and natural way to preserve locality is to require that when the components of a multi-component tree (say, $\alpha_1$ and $\alpha_2$) attach to a tree (say, $\beta$) then $\beta$ must be an elementary tree, i.e., a local domain. This requirement leads to what are known as tree-local MC-LTAGs. It is known that tree-local MC-LTAGs are weakly equivalent to LTAGs, i.e., we do not get increased weak generative power beyond LTAG. However, they can give rise to structural descriptions which are not obtainable by LTAGs, i.e., they are more powerful than LTAGs, in the sense of strong generative capacity (Weir, 1988). Thus, this alternate perspective leads to greater strong generative capacity without increasing the weak generative capacity.

We will now present an example illustrating the use of this alternate perspective.
tive in characterizing the scope ambiguity in:

Some student hates every course

This ambiguity arises because in the above example, either *some* scopes over *every* or vice versa, i.e., either ‘there is some student (say, s) who hates every course’ or ‘for each course (say, c) there is some student (say, t) who hates that course’; two different courses need not be hated by the very same student’. This is illustrated in Fig. 22, Fig. 23, and Fig. 24 (Kallmeyer & Joshi, 1999). In Fig. 22, we show a tree-local MC-LTAG for our example\(^{16}\). The trees for *hates*, *student*, and *course* are standard LTAG trees. The trees for *some* and *every* are multi-component trees. For example, the tree \(\alpha_1\) for *every* has two components, \(\alpha_{11}\) and \(\alpha_{12}\), one of the components \(\alpha_{11}\) is a degenerate tree in this special case. The multi-component tree, \(\alpha_1\), is lexically anchored by *some*. Similarly, for the tree \(\alpha_2\) for *every*. The main idea here is that the \(\alpha_{12}\) component corresponds to the contribution of *some* to the predicate-argument structure of the tree for *hates* and the \(\alpha_{11}\) component contributes to the scope structure. Similarly for the two components of \(\alpha_2\).

Fig. 23 shows the derivation. The main point to note here is that the two components of \(\alpha_1\) are attached (by substitution or adjoining) to \(\alpha_3\) at the appropriate nodes simultaneously. This composition is tree local as \(\alpha_3\) is an elementary tree. Similarly for the tree \(\alpha_2\). In this example, the two top components \(\alpha_{11}\) and \(\alpha_{21}\) are attached to the same node (the root node) of \(\alpha_3\).\(^{17}\) This may give the impression that the composition is non-local because once \(\alpha_1\) is attached to \(\alpha_3\) we have a derived tree to which \(\alpha_2\) is attached. However, the two components, \(\alpha_{11}\) and \(\alpha_{21}\) are degenerate and it can be shown that in this case the composition of \(\alpha_2\) with \(\alpha_3\) (after \(\alpha_1\) has been composed with \(\alpha_3\)) is still effectively tree-local (Kallmeyer & Joshi, 1999).

It is clear in this example that \(\alpha_2\) could have been attached to \(\alpha_3\) first and then \(\alpha_1\) attached to \(\alpha_3\). Fig. 24 shows the derivation tree for the derivation in Fig. 23. The numbers on the edges of the tree refer to the addresses for the attachments. Note that both \(\alpha_{11}\) and \(\alpha_{21}\), the scope information carrying components, are attached to \(\alpha_3\) at the same node. Thus, they could be attached in any order (strictly speaking, \(\alpha_1\) and \(\alpha_2\) could be attached to \(\alpha_3\) in any order).

---

\(^{16}\)The component \(\alpha_{11}\) is an auxiliary tree with just one node. Thus, in this case, the root node and the foot node of this auxiliary tree are the same. The * on the S node has the same meaning as the * on the foot node of an auxiliary tree.

\(^{17}\)In general, in a multi-component LTAG, multiple adjunctions to the same node are not allowed as this violates the tree-locality and also takes the system beyond LTAG. However, we are dealing here with a special case. The components entering multiple adjunctions are degenerate. It can be shown that in this case the weak generative capacity is still the same as for LTAGs.
Fig. 23. Derivation with scope information

Fig. 24. Derivation tree with scope underspecification

Hence, $\alpha_{11}$ will outscope $\alpha_{21}$ if $\alpha_{21}$ is attached first and then $\alpha_{11}$ and vice versa. The scope ambiguity is thus directly reflected in the derivation tree for

Some student hates every course

This is in contrast to all other approaches (which are essentially CFG based) where the scope ambiguity is represented at another level of representation. It is possible to represent in LTAG the scope ambiguity at the level of the derivation tree itself because of the alternate perspective on adjoining, which in turn is due to the extended domain of locality, a consequence of the CLSG approach.

More recently, similar ideas have been explored in the context of other linguistic phenomena such as scrambling and clitic climbing, both with respect to linguistic coverage and certain psycholinguistic implications. A particularly interesting result is that all word order variations up to two levels of embedding (i.e., three clauses in all) can be correctly described by tree-local MC-LTAGs, correctly in the sense of providing the appropriate structural descriptions (correct semantics). Beyond two levels of embedding, not all patterns of word order variation will be correctly described (see (Joshi, Becker, & Rambow, 2002) for details). Here, we will describe the main idea informally. Let us assume that
we have three clauses, say, C1, C2, and C3, each clause can be a single LTAG elementary tree or a multi-component TAG (MC-LTAG) tree set with two components. We assume that the tree which involves a verb in C1 takes as an argument the tree containing a verb in C2, i.e., C1 embeds C2. Similarly, we assume that C2 embeds C3. Thus, we have here a situation of two levels of center embeddings of complements. where C1 embeds C2 and C2 embeds C3. Now, it is possible to show (essentially by exhaustive enumeration) that, using flexible composition, all word orders can be generated preserving the embedding relationships, i.e., with correct semantics. Flexible composition allows us to compose the clauses in three ways, preserving semantics, (1) C3 with C2 and then the result with C1, (2) C1 with C2 and then the result with C3, or (3) both C1 and C3 into C1. This third mode of composition is crucial to complete the proof. However, if we take four clauses, i.e., we have three levels of center embeddings of complements, then it can be shown (again by exhaustive enumeration) that there is at least one word order that cannot be generated without violating the semantics. The "trick" of using the third mode of composition described above does not work beyond two levels of center embeddings of complement clauses. Its use leads to violation of semantics for some cases. Some psycholinguistic implications of this result are discussed in Section 4 (see also Joshi, Becker, & Rambow (2002); Kulick (2000)).

4 Processing issues

In this Section, we will discuss the implications of the TAG architecture for certain processing issues. These pertain to (1) using supertags to make fine grained distinctions between lexical and structural ambiguities and their relevance to processing, (2) the relative processing complexities of certain embedding constructions, and (3) a different perspective on competence performance distinction.

4.1 Supertags in psycholinguistic models

Recently, there has been increasing convergence of perspectives in the fields of linguistics, computational linguistics, and psycholinguistics, especially with respect to the representation and processing of lexical and grammatical information. More specifically, this convergence is due to a shift to lexical and statistical approaches to sentence parsing. The particular integration of lexical and statistical information proposed in (Kim, Srinivas, & Trueswell, 2002) is highly relevant from the perspective of the LTAG architecture. As we have seen before in Section 3.1, LTAG associates with each lexical item one or more elementary structures (supertags), which encapsulate the syntactic and
associated semantic dependencies. The computational results in supertagging as described earlier (Section 3.1) show that much of the computational work of linguistic analysis, which is traditionally viewed as the result of structure building operations, can be viewed as lexical disambiguation, in the sense of supertag disambiguation. If the supertagging model is integrated in a psycholinguistics framework then one would predict that many of the initial processing commitments of syntactic analysis are made at the lexical level, in the sense of supertagging. The model proposed in Kim, Srinivas, & Trueswell (2002) is an integration of the Constraint-Based Lexicalist Theory (CBL) (MacDonald, Pearlmutter, & Seidenberg, 1994), where the lexicon is represented as supertags with their distributions estimated from corpora as in the supertagging experiments described earlier (Section 3.1).

For example, in this model, there is a distinction between the prepositional phrase attachment ambiguity (PP ambiguity) as in (1) below

\begin{equation}
(1) \text{I saw the man in the park with a telescope}
\end{equation}

and the PP attachment ambiguity as in (2) below

\begin{equation}
(2) \text{The secretary of the general with red hair}
\end{equation}

In the first case, the PP (\textit{with a telescope}) either modifies a noun phrase, \textit{the man} or a verb phrase VP, headed by \textit{saw}. There are two supertags associated with the preposition \textit{with}, as in Fig. 25, one with the foot and root nodes being NP (supertag $\beta_1$) or both being VP (supertag $\beta_2$). That is, the ambiguity is resolved if we pick the correct supertag for \textit{with} anchored on the preposition \textit{with}. Thus, this PP attachment ambiguity will be resolved at the lexical level. However, in the second case, in both readings of (2) the supertag associated with \textit{with} is the one whose root and foot nodes are both NP. Thus, in this case, the ambiguity will not be resolved at the lexical level. It can only be resolved at the level when the attachment is computed.

The first PP attachment ambiguity is not really an attachment ambiguity. It should be resolved at an earlier stage of processing. In the second case, it will be resolved at a later stage. Similarly, the ambiguity associated with a verb such as \textit{forgot}, because it can take either an NP complement as in (3) below

\begin{equation}
(3) \text{The student forgot her name}
\end{equation}

or a VP complement as in (4) below

\begin{equation}
(4) \text{The student forgot that the homework was due today}
\end{equation}
is a lexical (supertag) ambiguity and need not be viewed as a structural ambiguity. Kim, Srinivas, & Trueswell (2002) present a neural net based architecture using supertags and confirm these and other related results.

4.2 Processing of crossed and nested dependencies

Context-free grammars (CFG) and the associated automata, pushdown automata (PDA) have been extensively used in modeling several aspects of sentence processing. LTAGs are more powerful than CFGs both weakly, i.e., in terms of strings they produce and strongly, i.e., in terms of structures they produce. Further, LTAGs are associated with embedded pushdown automata (EPDA) (see Vijay-Shanker (1987)), an extension of pushdown automata, i.e., for every LTAG, \( G \), there is an EPDA, \( M \) that recognizes the language of \( G \) and vice versa.\(^{18}\) TAGs and EPDAs provide a new perspective on the relative ease or difficulty of processing crossed and nested dependencies which arise in center embedding of complement constructions. We repeat here the examples of these constructions as discussed in Section 3.

\[
\begin{align*}
(4) & \quad \text{Hans}_1 \text{ Peter}_2 \text{ Marie}_3 \text{ schwimmen}_3 \text{ lassen}_2 \text{ sah}_1 \\
(5) & \quad \text{Jan}_1 \text{ Piet}_2 \text{ Marie}_3 \text{ zag}_1 \text{ laten}_2 \text{ zwemmen}_3 \\
(6) & \quad \text{Jan saw Piet make Marie swim}
\end{align*}
\]

In (4) we have the nouns and the corresponding verbs in a nested order in a German construction and in (5) we have a crossed order in a related construction in Dutch. The indices on the nouns and verbs show these dependencies.

\(^{18}\)EPDAs are thus a precise computational model for the languages of LTAGs. For a brief description of EPDA, see item 3 in Section 2.2. Lack of space prevents us from giving full details of this processing model.
The English word order is shown in (6). These are called complement embedding constructions because each verb is embedded in a higher verb of which it is a complement, except, of course, the matrix (top level and tensed) verb, i.e., *make* is embedded in *saw* and *swim* is embedded in *make*, *saw* is the matrix verb. In (4) and (5) we have center embedding of the complements. In the corresponding English construction as in (6) we do not have center embedding, the complements are just iterated.

The main observation for our purpose is that Standard German prefers the nested order and Standard Dutch prefers the crossed order\(^{19}\). In the well-known study by Bach, Brown, \& Marslen-Wilson (1986) the authors investigated the consequences of these differences between German and Dutch for the processing complexity of sentences, containing either nested or crossed dependencies. Stated very simply, their results show that Dutch is *easier* than German. More specifically, in their study “German and Dutch subjects performed two tasks—ratings of comprehensibility and a test of successful comprehension—on matched sets of sentences which varied in complexity from a simple sentence to one containing three levels of embedding”, three levels means three verbs and three nouns, as in our examples above. Their results show “no difference between Dutch and German for sentences within the normal range (up to one level), but with a significant preference emerging for the Dutch crossed order. These results in Bach, Brown, \& Marslen-Wilson (1986) show that pushdown automaton (PDA) cannot be the universal basis for human parsing mechanism (as the authors themselves point out). They offer an explanation for the inadequacy of PDA, based on the kinds of partial interpretations that the nested and crossed dependencies allow the listener to construct. Their main suggestion was “that the most important variable in successful parsing and interpretation is not simply *when* information becomes available, but also *what* you can do with that information when you get it.” Thus in (4) (German example), when the deepest noun (noun phrase) and verb are reached (*Marie schwimmen*), we have a verb and its argument, however, we do not know at this stage where this structure belongs, i.e., we do not have a higher structure into which we can integrate this information. Hence, we must hold this information until a higher structure becomes available. The same consideration holds for the second noun and the second verb (*Peter lassen*).

In contrast, in (5) (Dutch example), we begin to build the matrix of higher verbs as soon as the verb cluster begins, i.e., beginning with the matrix verb *zag* and the corresponding noun argument which can be integrated, similarly for the second noun and the second verb, and for the third noun and the third verb. In this case, we do not create intermediate structures that do not have a place to fit into. Thus, we first build the structure for the matrix verb into

\(^{19}\) Strictly speaking this word order appears in subordinate clauses. See also Kroch \& Joshi (1985); Kroch (1989); Kroch \& Santorini (1991).
which the next verb (with its structure) can be integrated, and similarly for the last verb.

The nested dependencies in German permit integration of structures (innermost to outermost) in a context-free manner (hence processed by PDA) but it is not possible to decide what to do with that information until the higher level verb(s) become available. Therefore, PDA will not serve as a processing model for the German case (even though the dependencies are nested) and, of course, it will not serve for the Dutch case, because PDAs cannot model crossed dependencies in the first place. Now, it turns out that EPDA can model both crossed and, of course, nested dependencies and the interpretations can be carried out in the way suggested in Bach, Brown, & Marslen-Wilson (1986), i.e., when a noun verb structure is integrated, the structure to which it belongs has already been created before (Joshi, 1990). We now introduce the following measure\(^\text{20}\) of complexity—maximum number of items (say, \(m\)) from the input that have to be held back before the sentence parsing (interpretation) is complete. In Joshi (1990) it is further shown that on this measure Dutch is easier (smaller \(m\)) than German, in fact, approximately in the same proportion as in the experimental data in Bach, Brown, & Marslen-Wilson (1986), \(m\) for German is approximately twice that for Dutch. Further, linguistically relevant TAG grammars for (4) and (5) correspond (in the formal sense of the association between EPDAs and TAGs) to the EPDAs that correctly model the processing of (4) and (5).

4.3 A new twist to the competence performance distinction

How do we decide whether a certain property of language is a competence property or a performance property? This is an old question. Our main claim in this Section is that the answer to this question is not given a priori. It depends on the formal devices available to us for describing language. If a formal device corresponding to the property is available then we are presented with a choice. We can claim that the property as either a competence property or a performance property. When there is no formal device available then we are left with no choice but to treat the property as a performance property.

In the context of the LTAG framework, especially, the multi-component LTAG (MC-LTAG), discussed in Section 3, this question has an interesting answer when we look at a variety of word order phenomena, such as scrambling, clitic climbing, and even scope ambiguities. Since the CLSG approach leads directly to LTAG, the claim here is that it is the CLSG approach that leads to this

\(^{20}\)suggested by a measure used in Bach, Brown, & Marslen-Wilson (1986) for evaluating the complexity of comprehension.
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As a particular example, consider the phenomenon of *scrambling* (in German, for example) as illustrated below. We repeat (4) in Section 4.2 as (7) below.

\[(7) \text{Hans}_1 \text{Peter}_2 \text{Marie}_3 \text{schwimmen}_3 \text{lassen}_2 \text{sah}_1\]

The three verbs are in the standard order. However, it is possible, in principle, to have the three nouns in any order different from the order in (7), keeping the verbs in the same order as in (7). Thus (8) below is a scrambled version of (7).

\[(8) \text{Hans}_1 \text{Marie}_3 \text{Peter}_2 \text{schwimmen}_3 \text{lassen}_2 \text{sah}_1\]

Thus, in general, we can have

\[(9) P(N_1, N_2, ..., N_k)V_kV_{k-1}...V_1\]

where \(P(N_1, N_2, ..., N_k)\) stands for some permutation of the \(k\) nouns. It is not surprising that sentences involving scrambling from more than two levels of embedding are indeed difficult to interpret and native speakers show reluctance to accepting these sentences. This situation is reminiscent of the difficulty of processing English sentences with more than two (or perhaps even more than one) center embedded relative clauses, as in (10) below.

\[(10) \text{The rat the cat the dog chased bit ate the cheese}\]

Such a difficulty is characterized as a performance property, say, \(P\), where \(P\) is the property that beyond two levels\(^{22}\) of embedding the human processing device, whatever it is, simply fails. Thus, in analogy to the center embedding of relative clauses in English, we could say that in the case of scrambling, processing difficulty (or failure to process) for sentences with center embedding of complement clauses beyond two levels of embedding is also a performance property, say \(Q\). From this perspective, both \(P\) and \(Q\) are seen as performance properties and not properties of the respective associated grammars. We will point out below that there is a very interesting difference between these two cases.

\(^{21}\) The possibility of some other formal approach leading to a similar answer cannot be ruled out. However, to my knowledge, no such formal approach is known so far.

\(^{22}\) We could set this level to one but this is not essential for the rest of the argument of this section. I will keep the level at two in order to make it parallel to the scrambling situation.
Let us first consider the case of center embedding of relative clauses in English. Is it possible to claim the property \( P \) is a property of a class of grammars, say \( \Gamma \) such that for all grammars in this class, \( P \) holds, i.e., for each grammar \( G \) in \( \Gamma \), up to two levels of embedding, \( G \) will assign correct (i.e., semantically coherent) structural descriptions to all sentences, however, beyond two levels of embedding, there is no guarantee that for all such sentences the grammar will assign correct structural descriptions. If we can exhibit such a class \( \Gamma \) then we could claim that \( P \) is a competence property, i.e., it is a property of each grammar in this class. In other words, for each grammar \( G \) in \( \Gamma \) the property \( P \) holds up to two levels of embedding only and then fails to hold, and the failure is due to the inability of \( G \) to assign correct structural descriptions to all sentences beyond two levels of embedding. The idea here is that this lack of ability to assign correct structural descriptions (i.e., correct semantics) is the reason for the processing difficulty.

Now, it turns out that we do not know whether such a class \( \Gamma \) exists. The class of finite state grammars \( F \) will not do because although there is a grammar in this class that will work up to two levels of embedding and then fail, there is clearly another grammar that will work up to three levels of embedding, another up to four levels, and so on. Thus, \( P \) does not hold for the class \( \Gamma \). We could choose the class of context-free grammars (CFG), the next one in the Chomsky hierarchy. In this case, an arbitrary number of center embeddings will be permitted. This is because once we allow center embedding (thus nested dependencies, which characterizes the class CFG) then we cannot put a bound on the number of embeddings. Hence, the class CFG will not work for us also. In fact, as far as we know, at present, there is no class of grammars which has the property \( P \).

Since we cannot find a class of grammars with the property \( P \) we have no opportunity to claim that \( P \) is competence property. So in a way, we have no choice and we must conclude that \( P \) is a performance property.

However, when we consider the case of scrambling from more than two levels of center embedded complement clauses (see (9) above) we can actually exhibit a class of grammars \( \Delta \) which has the property that for each grammar in this class, say, \( G \), the property \( Q \) (the property corresponding to the property \( P \) discussed above) holds, i.e., for each grammar \( G \) in this class, \( G \) will assign correct structural descriptions to all sentences with scrambling from up to two levels of embedding; however, beyond two levels of embedding, there is no

---

23 Obviously, we cannot limit our search to the grammars in the Chomsky hierarchy. Any class of grammars defined in a formal framework is a possible candidate. However, to my knowledge, we do not have such a candidate at present.

24 Miller & Chomsky (1963) were the first to discuss the relationship between formal grammars (and associated machines) and center embedding of relative clauses in English. Since then a large number of publications on this issue have appeared.
guarantee that $G$ will assign correct structural description (correct semantics) to all such sentences. In other words, syntax allows for arbitrary number of levels of embedding but beyond two levels of embedding, correct semantics is not guaranteed for all sentences with more than two levels of embedding. It is shown in (Joshi, Becker, & Rambow, 2002) that the class of multicomponent LTAG (MC-LTAG) is such a class, i.e., it has the property $Q$.

So, now, we have an opportunity to claim that $Q$ is a competence property, i.e., the difficulty of processing sentences with scrambling from more than two levels of embedding can be characterized as a property of the grammar. Note that the claim here is not that we must conclude that $Q$ has to be a competence property. The claim is that we are presented with a choice. We can claim $Q$ to be a competence property by adopting $\Delta$ (the class MC-LTAG) as the class of grammars for describing scrambling from center embedded complement clauses or we can continue to follow the traditional wisdom (as we did in the case of center embedding of relative clauses in English) and say that $Q$ is a performance property. As far as we know, this is the first example of a situation where we have an opportunity to claim a particular processing difficulty as a competence property.

For the case of center embedding of relative clauses, we had no choice as we are unable to exhibit the relevant class of grammars, $\Gamma$. Structurally, center embedding of relative clauses in English is a different phenomenon as compared to the center embeddings of complement clauses in German. Whether this difference has something to do with the conclusion we have just reached is an open question. The class MC-LTAG does not work for the center embeddings of relative clauses in English, as can be seen in (7) above which, mathematically, looks the same as arbitrary number of center embeddings of relative clauses as in English.

To sum up, we have discussed the following issue: How do we decide whether a certain property of language is a competence property or a performance property? We showed that the answer to this question is not given a priori. It depends on the formal devices (formal grammars and machines) available to us for describing language. We showed that in the case of center embedding of relative clauses in English, we were forced to conclude that the property that sentences with more than two levels of embedding are difficult to interpret is a performance property and not a competence property. In contrast, for the case of scrambling (as in German), with respect to a corresponding property we can indeed exhibit a class of grammars such that, for all grammars in this class, the corresponding property holds. Thus, we are given the opportunity to claim this property to be a competence property, rather than a performance property. To the best of our knowledge, this is the first such case where a choice of this kind is presented. The lack of such a choice before this case was discovered has led to the traditional assumption that all properties similar to
the processing difficulty associated with center embedding of relative clauses in English should be treated as performance properties. Our main conclusion is that this assumption is not justified at all!

To avoid any misunderstanding, let us restate the main claim as follows. We are not claiming that by finding an appropriate class of grammars we can conclude that a property associated with processing difficulty automatically becomes a competence property. What we are claiming is that in this case we are presented with a choice. Without an associated class of grammars, we have no choice but to regard the property as a performance property. Until the appropriate class of grammars associated with the property discussed in this section (property Q) was discovered, we had no choice. Now we have a choice!

4.4 Related work on processing

Implications of the LTAG architecture have been explored in the areas of language acquisition and production (generation). Frank (1998) has studied structural complexity and the time course of grammatical development. He attempts to relate children’s difficulties with certain constructions to the processing load and representational complexity in the context of a particular view of syntactic representation, which is derivable from the TAG architecture. Ferreira (2000) presents a perspective on production that relates the TAG architecture to a range of experiments about production.

Insights from the LTAG theory have been extended to the domain of discourse structure, primarily by treating discourse connectives as lexical anchors of LTAG like trees at the discourse level, thereby, blurring the line between sentence level and discourse level descriptions. This work is described in a series of recent papers (Webber, Joshi, Knott & Stone, 1999; Forbes, Miltsakaki, Prasad, Sarkar, Joshi, & Webber, 2001; Webber, Stone, Joshi & Knott, 2003).

5 Summary

We have described an approach to formal systems where we start with complex (rather than simple) primitive structures, complex enough to localize all relevant properties of lexical items. Under this approach (characterized as the CLSG approach—complicate locally, simplify globally), the grammar is characterized by the (finite) set of primitive structures together with two combining operations (substitution and adjoining), which are universal. Specification of the finite set of primitives is the linguistic theory, in a sense. We have illus-
treated the formal, linguistic, and computational consequences of the CLSG approach in the context of the formal system known as the Lexicalized Tree-Adjoining Grammar (LTAG) and some of its variants. We have also discussed the implications of this approach for several psycholinguistic issues. In general, under this approach, several important properties of language arise as corollaries of the formal system and therefore, they are not stipulative. Thus, this research is an example of productive interplay between formal analysis on the one hand and linguistic and processing issues on the other hand.
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