Chapter 8

Phrase-Structure Grammars
and Context-Sensitive
Grammars

8.1 Phrase-Structure Grammars

Context-free grammars can be generalized in various ways. The
most general grammars generate exactly the recursively enumer-
able languages.

Between the context-free languages and the recursively enumer-
able languages, there is a natural class of languages, the context-

sensitive languages.

The context-sensitive languages also have a Turing-machine char-
acterization. We begin with phrase-structure gammars.
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Definition 8.1.1 A phrase-structure grammar is a
quadruple G = (V, X, P, S), where

e V is a finite set of symbols called the vocabulary (or set of
grammar symbols);

e . C V is the set of terminal symbols (for short, terminals);

e S € (V—1X)is a designated symbol called the start symbol;

The set N =V — X is called the set of nonterminal symbols
(for short, nonterminals).

o PCV*NV* x V*is a finite set of productions (or rewrite
rules, or rules).

Every production («, 3) is also denoted as &« — (. A production
of the form o — € is called an epsilon rule, or null rule.
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Erample 1.
Gi= ({5 A, B,C,D,E,a,b},{a,b}, P,S),
where P is the set of rules

S — ABC,
AB — aAD,
AB — bAE,
DC — BaC,
EC — BLC,
Da — aD,
Db — bD,
Fa — aF,
Eb — bE,
AB — €,

C — e,
aB — Ba,
bB — Bb.

It can be shown that this grammar generates the language
L ={ww|we{a,b}"},

which is not context-free.
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8.2 Derivations and Type-0 Languages

The productions of a grammar are used to derive strings. In
this process, the productions are used as rewrite rules.

Definition 8.2.1 Given a phrase-structure grammar

G = (V,%, P,S), the (one-step) derivation relation —>¢ asso-
ciated with GG is the binary relation =4 C V* x V* defined as
follows: for all a,, 3 € V*, we have

a:gﬁ

iff there exist A\,p € V*, and some production (y — §) € P,
such that
a=\yp and (= \p.

. . +
The transitive closure of =—> is denoted as —¢ and the re-
flexive and transitive closure of = is denoted as = .

When the grammar G is clear from the context, we ususally
omit the subscript G in =g, :+>G, and == .
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The language generated by a phrase-structure grammar is de-
fined as follows.

Definition 8.2.2 Given a phrase-structure grammar
G = (V,%, P,S), the language generated by G is the set

L(G) = {w e o] § = w}.

A language L C ¥* is a type-0 language iff L = L(G) for some
phrase-structure grammar G.

The following lemma can be shown.

Lemma 8.2.3 A language L is recursively enumerable iff it gen-
erated by some phrase-structure grammar G.

In one direction, we can construct a nondeterministic Turing
machine simulating the derivations of the grammar G. In the
other direction, we construct a grammar simulating the compu-
tations of a Turing machine.

We now consider some variants of the phrase-structure gram-
mars.
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8.3 Type-0 Grammars and Context-Sensitive
Grammars

We begin with type-0 grammars. At first glance, it may appear
that they are more restrictive than phrase-structure grammars,
but this is not so.

Definition 8.3.1 A type-0 grammar is a phrase-structure gram-
mar G = (V, X, P, S), such that the productions are of the form

a— 0,

where a € NT. A production of the form a — ¢ is called an
epsilon rule, or null rule.

Lemma 8.3.2 A language L is generated by a phrase-structure
grammar iff it 1s generated by some type-0 grammar.

We now place additional restrictions on productions, obtaining
context-sensitive grammars.
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Definition 8.3.3 A context-sensitive grammar
(for short, csg) is a phrase-structure grammar G' = (V, X, P, S),
such that the productions are of the form

aAB — anp,
with Ae N,yeVT, a,BeV* or
S — €,

and if S — € € P, then S does not appear on the right-hand
side of any production.

The notion of derivation is defined as before. A language L
is context-sensitive iff it is generated by some context-sensitive
grammar.

We can also define monotonic grammars.
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Definition 8.3.4 A monotonic grammar is a phrase-structure
grammar G = (V, X, P, S), such that the productions are of the
form

a— 3

with a, 5 € VT and |of <], or
S — €,

and if S — € € P, then S does not appear on the right-hand
side of any production.
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Erample 2.
Go = ({5,A,B,C,a,b,c},{a,b,c}, P,S),
where P is the set of rules

S — ABC,

S — ABCS,
AB — BA,
AC — CA,
BC — CB,
BA — AB,
CA— AC,
CB — BC(C,

A—a,

B — b,

C —c.

It can be shown that this grammar generates the language

L=A{w € {a,b,c}" | #(a) = #(b) = #(c)},

which is not context-free.
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Lemma 8.3.5 A language L is generated by a context-sensitive
grammar iff it is generated by some monotonic grammar.

Lemma 8.3.5 is proved as follows:
Proof .

Step 1. Construct a new monotonic grammar (7 such that the
rules are of the form
a — [,

with |a| < |6 and « € N, or S — ¢, where S does not appear
on the left-hand side of any rule.

This can be achieved by replacing every terminal a occurring on
the left hand-side of a rule by a new nonterminal X, and adding
the rule

X, — a.



8.3. TYPE-0 AND CONTEXT-SENSITIVE GRAMMARS 499

Step 2. Given a rule a — (3, let
w(G) = max{|d| | a — B € G}.

Construct a new monotonic grammar (G5 such that the rules
a — (3 satisfy the conditions:

(1) a e N*

Given a rule
mA - Ay — By By,

with m < n,
if n <2, OK;

If 2 < m < n, create the two rules

Al"'AmHBl"'Bmlem
X, > B, ---B,.
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If m =1 and n > 3, create the n — 1 rules:

Ay — Bi X,
X7r,1 - B2X7r,27

.H---’

X?T,n—Z - Bn—an-

If m =n and n > 3, create the n — 1 rules:

AAy — B X,
Xr1Az — B Xy o,

e SRR

X7r,n—2An - Bn—an-

In all cases, w(Gs) is reduced.
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Step 3. Create a context-sensitive grammar as follows:
If A— 3, OK
If AB—CD and A=Cor D=258, OK

If m: AB — CD, where A £ C and D # B, create the four rules

AB — [m, A]B,
(v, AIB — [, Al[r. B],
(7, Al[r, B] — C|r, B,
C[m,B] — CD.
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Context-sensitive languages are recursive. This is shown as fol-
lows. For any n > 1 define the sequence of sets W;* C VT, as
follows:

Wy = {5},
T =Wru{BeV la= 3, ac W | <n}.

It is clear that
Wo cWyc---CW Wi, <.,

and if [V] = K, since V' contains K* strings and since
n
wrc | v,
j=1

every W contains at most K + K2 + --- 4+ K" strings, and by
the familiar argument, there is some smallest i, say ¢, such that

n __ n
M/vio - 19+1>

and W = W[ for all j > 1.

The following lemma holds.
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Lemma 8.3.6 Given a context-sensitive grammar G, for every
n > 1, for every i > 0,

Wi ={BeV"|S=5 5, k<i |g<n}.
Furthermore, there is some smallest i, say iy such that

Wi ={8eV"|S= 3.3 <n}

Proof. By definition of W, it is obvious that

Wi C{BeV|S=5 5 k<i, |o<n).
Conversely, to show that

{BeV S8 k<i, |8 <n}C W,

we proceed by induction on .
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The claim is trivial for 7 = 0. Given a derivation
k .
S= 0= 0, k<14, |f] <n,

we must have |§| < n, since otherwise, because the grammar is
context-sensitive, we must have [0]| < ||, and we would have
|6| > n, a contradiction.

By the induction hypothesis, we get 6 € W/, and by the defini-
tion of W} ,, we have 8 € W},.

For the second part of the lemma, if |5| = n with n > 1, there
is some k > 0 such that S % 0.

But then, 8 € W}, which implies that 8 € W}, since
Wi CWPC- C W
0

and W' = W/ for all j > 1.
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As a corollary of lemma 8.3.6, given any § € V*, we can decide
whether S = 3.

Indeed, if 3 = €, we must have the production S — e.

Otherwise, if |G| = n with n > 1, by lemma 8.3.6, we have
Bewn

Thus, is is enough to compute W and to test whether (3 is in
it. O

Remark: If the grammar G is not context-sensitive, we can’t
claim that

Wr={3eV*"|S=0k<i |8 <n},

but the other facts remain true. Unfortunately, W;" may not be
computable any more!
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The context-sensitive languages are accepted by space-bounded
Turing machines, defined as follows.

Definition 8.3.7 A linear-bounded automaton

(for short, lba) is a nondeterministic Turing machine such that
for every input w € X*, there is some accepting computation in
which the tape contains at most |w| +1 symbols.

Lemma 8.3.8 A language L is generated by a context-sensitive
grammar iff it is accepted by a linear-bounded automaton.

The class of context-sensitive languages is very large. The main
problem is that no practical methods for constructing parsers
from csg’s are known.
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