The Penn DiscourseTreeBankasa Resourcefor Natural LanguageGeneration

RashmiPrasad,Aravind Joshi, Nikhil Dinesh,Alan Lee, Eleni Miltsakaki
Institutefor Researclin Cognitive SciencelUniversityof Pennsylhania
rjprasad,joshi,nikhild,aleek,elenimi@linc.cis.upenn.edu
Bonnie Webber
Division of Informatics,University of Edinburgh
bonnie@inf.ed.ac.uk

Abstract

While mary advanceshave beenmadein Natural
Language&seneratio{NLG), the scopeof thefield
hasbeensomevhat restrictedbecauseof the lack
of annotateaorporafrom which propertief texts
canbe automaticallyacquiredandappliedtowards
the developmentof generationsystems. In this
paper we describehow the PennDiscourseTree-
Bank (PDTB) can sene asa valuablelarge scale
annotatedcorpusresourcefor furthering research
in NLG andfor inducing modelsfor the develop-
mentof NLG systems.The PDTB is annotatedor
discourseaelations,andencodesxplicitly the ele-
mentsof theserelations: explicit andimplicit dis-
courseconnectves, denotingthe predicatesof the
relations,and text spans,denotingthe arguments
of the relations. Connectves and argumentsare
also annotatedwith featuresand spansrelatedto
attribution, and eachconnectve will be annotated
with labelsstandingfor the projecteddiscourseae-
lation, including sensdlistinctionsfor polysemous
connectves. We exemplify the use of the corpus
for two tasksin NLG: therealizationof discourse
relationsduring sentenceplanning,andthe repre-
sentatiorandrealizationof attribution.

1 Intr oduction

Many NLG systems, especially those that follow the
pipelined architecture[Reiter 1994 comprising modules
for contentdetermination(aka text planning), microplan-
ning (akasentencelanning) andsurfacerealization do not
specifydiscourseelationsbetweerelementarycontentunits,
ECUs (i.e., propositionsdenotingthe simplestpredication
over entities),in the outputof the text planner(e.g.,[Ram-
bow and Korelsky, 1992; Walker et al., 2001]). Somethat
dorepresentliscourseaelations,do soby using(pre-defined)
schemas broadlyfollowing [McKeawn, 1985 - andassume
a one-to-onemappingbetweendiscourserelationsand dis-
courseconnectves(e.qg.,[Davey, 1979;Hovy, 1987).1 The
shortcomingf suchsystemss thattheirflexibility is severely

![Rambov andKorelsky, 1994 alsouseschemasut do notrep-
resentdiscourseelationsbetweerthe units.

restrictedby the schemadecausef which they arealsonot
easilyportableto otherdomains.

In contrastanincreasingiumberof systemdave extended
their text planningcomponentgo representdiscourserela-
tionsin thetext plan—e.g.,[Hovy, 1993;Mellish etal., 1998;
Walker et al., 2003. However, with the lack of a complete
understandingf discourseelationsandof thewaysthey can
be realizedin text, what suchsystemsnow requireare cor-
pusresource$rom which to derive knowledgeneededy the
next modulein the pipeline(sentencelanning) to modelthe
interactionof aggreyationand discourserelations? In this
paper we discusswhat the PDTB [Miltsakaki et al., 2004;
Prasacktal., 2004;Webberetal., 2009 cancontributeto nat-
ural languagegenerationfocusingon the sentenceplanning
task of discourserelationlexicalization (DR-lexicalization),
including occurrence selection and placemenf{Moser and
Moore, 1999, andon the representationf attribution in the
text planaswell asits interactionwith aggregation.

In Section2, we give a brief overview of the PennDis-
courselreeBankannotationsin Section3 we discusgherel-
evanceof the PDTB for sentencelanningtasks,addressing
the DR-lexicalizationproblemsof occurrence selectionand
placemenin detail. In Section4, we discussthe attribution
annotationsn thePDTB andshav how they canbeusefulfor
therepresentatioof attribution for contentdeterminationas
well as for their realizationduring sentenceplanning. We
summarizen Sectionb.

2 The PennDiscourseTreeBank

The PDTB containsannotationf explicit andimplicit dis-
courseconnectvesandtheirargumentsonthe 1 million word
Wall StreetJournalcorpus. Following the views toward dis-
coursestructurein [Webberet al., 2003, the PDTB treats
discourseconnectvesasdiscourse-leel predicateshat take
two abstact objectssuchasevents,statesandpropositions

2Here,asfor the restof this paper we defineaggreyationin its

broadestpossiblesense to standfor ary syntactictransformation
thatcanbeappliedto two lexicalizedcontentunits (CUs),including
the PERIOD operationwhich is appliedto generatawo input CUs
astwo sentencesaswell asthe (non-)realizatiorof discourserela-
tions. For the purposeof this paper we assumehat contentunits
are lexicalized beforeaggreyation, but that discourserelationsare
lexicalizedduringor afteraggreation.



[Asher 1993 astheir arguments. For example,in (1), the
subordinatingonjunctionsinceis adiscourseonnectvethat
establishesa TEMPORAL relation betweenthe event of the
earthquak hitting anda statewhereno musicis playedby a
certainvoman®

(1) Shehasnt playedany musicsincethe earthquake
hit.

The following four classeof explicit connectvesare an-
notatedin the PDTB (Examplesprovided for eachclassare
only afew of thoseannotatedn thePDTB - seeSection2.4.):

e subodinating conjunctions both bare (e.g., because
when since although and with a modifier (e.g., only
becausegparticularly since evenatfter),

e subodinators (e.g.,in orderthat, exceptthat),*
e coomdinatingconjunctionge.g.,and, or, nor), and
e discousseadverbials(e.g.,howerer, otherwisether).>6

Becausehereare,asyet,nogenerallyacceptedbstracse-
mantic catgyoriesfor classifyingthe algumentsto discourse
connectvesashave beensuggestedor verbs(e.g.,agent, pa-
tient, theme etc.),the two argumentgo a discourseconnec-
tive aresimply labelledArg2, for the agumentthat appears
in theclausehatis syntacticallyboundto theconnectve,and
Argl, for the otherargument.ln examplesusedin this paper
thetext whoseinterpretationis the basisfor Arg1l appearsn
italics, while that of Arg2 appearsn bold. For the subordi-
natingconjunctionssincethe subordinateclauseis boundto
the connectve, Arg2 correspondso the subordinateclause,
andhencethelinearorderof theargumentsanbeArgl-Arg2
(Ex. 2), Arg2-Arg1 (Ex. 3), or Arg2 mayappeaembeddedn
Argl (Ex. 4), dependingntherelative positionof the subor
dinateclausewith respecto its governingmatrix clause.

(2) Third-quarter salesin Europe were exceptionally
strong, boostedby promotional programsand new
products— althoughweaker foreign curr enciesre-
ducedthe company’s eamings.

(3) Michelle livesin a hotel room, and although she
drivesa canary-colored Porsche shehasnt timeto
cleanor repairit.

(4) Mostoil companieswhenthey setexploration and
production budgetsfor this year, forecastrevenue
of $15for each barrel of crudeproduced’

3Theassumptiomf thearity constrainbf theagumentsasbeen
upheldin all theannotatiordonethusfar. Discourse-leel predicate-
amgument structuresare therefore unlike the predicate-ajument
structuref verbsatthesentence-leel (PROPBANK [Kingshury and
Palmet 2003), whereverbscantake ary numberof arguments.

“Theclassof subordinatorsvasaddedat a later stage.

SDiscourse adverbialsareto be distinguishedrom clausal ad-
verbials(see[Forbes,2003).

®Discoursemarkers suchas well, anyway now, etc., that sig-
nal the organizationalor focus structureof the discourse,are not
annotated.

’As thisexampleshaws, annotationsn the PDTB canbediscon-
tinuous, a featureallowed by WordFreak the discourseannotation

The order of the agumentsfor adwerbialsand coordinat-
ing conjunctionsis typically Argl-Amg2 since Argl usually
appeardn the prior discourse. But as Example(5) shaws,
the algumentsof discourseadwerbialscan appearembedded
within one another In this example, Argl is embeddedn
Arg2.

(5) As anindicatorof the tight grain supplysituationin
the U.S., market analystssaidthat late Tuesdaythe
Chinesegovernment, which oftenbuysU.S. grains
in quantity, tur nedinsteado Britain to buy 500,000
metric tons of wheat

Abstractobjectscan be arbitrarily complex in the PDTB
sothatamgumentsof connectvescanbe associatedvith sin-
gle clauses multiple clauses,single sentencespr multiple
sentencestHowever, a minimality principle requiresanargu-
mentto containthe minimal amountof informationneeded
to completetheinterpretatiorof therelation. Any otherspan
of text thatis percevedto be relevant (but not necessaryin
someway to the interpretationof argumentsis annotatedas
supplementarynformation labelledSup1 for materialsup-
plementanto Argl, andSup2 for materialsupplementaryo
Arg2.

Also asa consequencef the abstracbbjectcharacteriza-
tion of agumentsargumentsmay be denotediy non-clausal
units suchas nominalizationghat have an eventinterpreta-
tion, anddiscouse deictics(this, that) that refer to abstract
objects.

2.1 Implicit Connectives

Implicit connectvesareannotatedn the PDTB betweenrad-
jacentsentencesrhenno connectve appeargxplicitly to re-
late the secondsentencéo thefirst. For example,in (6), the
secondsentences relatedto the first via an EXPLANATION
relation (i.e, Mr. Breeders wise perceptionof the ways of
Washingtonis beingusedasan explanationfor the assertion
that he may be ableto succeed)put this relationis not ex-
presseaxplicitly.

(6) Also unlike Mr. Ruder Mr. Breedenappeas to
bein a positionto get somevheie with his agenda
IMPLICIT=BECAUSE Asaformer White Houseaide
who worked closelywith Congress,he is savvy in
the waysof Washington

Annotationat suchpointsconsistof arecordof anexplicit
connectvethat“best” corveystheimplicit relationperceved
asholding betweenthe adjacentsentencesFor the implicit
relationpercevedin Example(6), becauses recordedasthe
connectve. In orderto accountfor multiple “simultaneous”
relationsbetweenthe sametwo abstractobjects,theremay
alsobemorethanoneconnectve betweerthe sentencesEx-
ample(7) shovs anannotationvheretwo relationswereper
ceived asholding simultaneouslyandfor which the connec-
tiveswhenandfor examplewererecorded.

tool (developedby Tom Morton andJeremylLacivita). Discontinu-
ousannotatioris possiblefor connectvesaswell, suchasfor onthe
onehand. . . ontheotherhand



(7) The small, wiry Mr. Morishita comesacross as
an outspolen man of the world. IMPLICIT=WHEN
IMPLICIT=FOR EXAMPLE (4yp2 Stretchinghis arms
in his silky white shirtandsqueakindis blackshoes)
helecturesavisitor aboutthe way to sell American
real estate and boastsabout his friendship with
Mar garet Thatcher’s son

As examples(6) and (7) shaw, the annotationof implicit
connectves also includesthe marking of the textual span
from thetwo adjacensentencethatarethe argumentsof the
inferredimplicit relation. Thatthe spansselectedor the two
argumentsneednot (trivially) constitutethe entire sentence
canbeseenn Example(7).

At the currentstageof the project, implicit connectves
betweenadjacentsentencesacrossparagraphs,and intra-
sententiatonnectves(suchasthoseoccurringwith freead-
junctg arenotannotated.

2.2 SenseAnnotation

All explicit andimplicit connectvesin the PDTB will bean-
notatedwith labelsfor thediscourseaelationthatthey denote,
includingsensalistinctionsfor polysemougonnectves(e.g.,
since while, if, when,becausg For example,sinceseems
to have threedifferentsensespne purely TEMPORAL (asin

Ex. 8), anothemurely CAUSAL (asin Ex. 9) andathird both

CAUSAL andTEMPORAL (asin Ex. 10).

(8) The Mountain View, Calif., companyhas beenre-
ceiving1,000calls a day aboutthe productsinceit
was demonstratedat a computer publishing con-
ferenceseveral weeksago.

(9) It wasa far saferdealfor lendes sinceNWA had a
healthier cashflow and morecollateral on hand.

(10) ... anddomesticcar saleshaveplunged 19% since
the Big Threeendedmany of their programsSept.

30.

2.3 Attrib ution Annotation

Attribution, which hasto do with ascribingbeliefs and as-
sertionsexpressedn text to the agent(s)holding or making
them,is annotatedn the PDTB to primarily distinguishbe-
tweentwo differentsourcesof attribution, the Writer of the
text (“Writer attribution”), or someotherSpealer (or Agent)
mentionedby the Writer (“Spealer Attribution”). With re-
spectto attribution associateavith discourseconnectvesand
their aigumentstherearebroadlytwo possibilities®

Casel A discourseconnectve and both its algumentsare
attributedto thesamesource githerthe Writer, asin Ex-
ample(1), or the Spealer (Bill Biedermann)n Example
(12):

(11) “The public is buying the market when in reality
there is plenty of grain to be shipped” said Bill

BiedermannAllendalelnc. researchdirector

8attribution is annotated for both explicit and implicit
connectves.

Case2 One or both agumentshave a different attribution
value from the discourseconnectve. In Example(12),
the connectve and Argl are attributed to the Writer,
whereasArg?2 is attributedto anotherSpealer (here,the
purchasingagents)’

(12) Factoryorders andconstructionoutlayswere largely
flat in Decembemhile purchasingagentssaid man-
ufacturing shrank further in October.

Attribution tagsin the PDTB are currently being further
refined(while still maintainingthe basicdistinctionbetween
SpealerandWriter attribution) to includefurtherdistinctions
betweenfor example,verbsof sayingandverbsof proposi-
tional attitude ,andto representheinteractionof verbsof at-
tribution with negationandfactuality In addition,thesecond
releaseof the PDTB will alsorecordthetext spanassociated
with thesourceandtype of attribution. For furtherdiscussion
of attribution annotatiorin PDTB, see[Dineshetal., 2009.

2.4 Summary and Project Goals

The first releaseof the PDTB (November2005) will con-
tainapprox.16K annotation®f explicit connectves(approx.
6000 subordinatingconjunctions 5000 discourseadwerbials
and5000coordinatingconjunctionslandapprox.20K anno-
tationsof implicit connectves. Thereare over 90 different
typesof connectves.

3 PDTB and SentencePlanning

Following the introductionof sentenceplanningasaninde-
pendenintermediatestagef Rambav andKorelsky, 1997 in
the traditionaltwo-way split of NLG systemsnto a content
determinationcomponeniand a realizationcomponentdis-
courseconnectves have invited a greatdeal of researchn
NLG, asthey arerelatedsimultaneouslyto the aggregation
andlexicalizationtasksin sentenceplanning. Assumingthe
basicthree-vay pipelinedarchitecturgReiter 1994, thein-
put to the sentencelanningcomponents, thus,takento be
a hierarchicallyorderedtext planstructurethatencompasses
all the elementarycontentunits (ECUs)that the systemhas
decidedto generateasthe leaves of the structure,with the
internalnodesspecifyingthe discourseaelationsholding be-
tweenECUsor groupsof ECUs10

In the pipelinedarchitecturesentencelanningis relieved
of decisiongelatedto contentdeterminationspecificallythat
of determiningthe discourserelationthat holdsbetweenthe
CUs,sothatit canfocusontheproblemof how to expressthe
discourserelations. Work on connectve usage[Moserand
Moore, 1995 hasidentifiedthree separateout relateddeci-
sionmakingprocesseduringsentencglanning,for thegen-
erationof discourse&onnectves:(a) occurrencei.e.,whether
to generate connectve or not; (b) selectioni.e.,whichcon-
nectiveto generateand(c) placementi.e., whereto placethe
connectve.

“Whenattribution of a connectie or its amgumentss uncertain,
theattributionis assignedo the Writer asa Default.

OThestructureof thetext planis thesamerrespectve of whether
thetext planningtaskis donein a schema-basewp-dovn manner
[McKeaown, 1985 or in abottom-upmannefMarcu,1997.



While mary insightful studieshave beencarried out on
discourseconnectvesfor generatiorpurposesthey have ei-
thersingledout afew connectves(e.qg.,[ElhadadandMcKe-
own, 1990; Dorr and Gaasterland1995; Rosnerand Stede,
1994, or proposedheuristicsbasedon a small numberof
constructedexamples(e.g., [Scott and Souza, 1990d), or
proposedclassification-basedkxicons that are very hand-
intensie to build, (e.g.,[Grote and Stede,1998; Knott and
Mellish, 1994)), especiallyin a multilingual context. In con-
trast, corporaannotatedvith information aboutconnectives
can provide a usefulknowledgesourcefrom which to auto-
maticallyinducepropertief connectvesdesigningsentence
planningtasks. In the restof this section,we discusshow
the PDTB annotation®f discourseconnectvesandtheir ar
gumentscanbe usefultowardsthe threetasksof connectve
generatiordiscussedbove.

3.1 Occurrence

As corpusstudiedMoserandMoore, 1995;Williams andRe-
iter, 2003 have shavn, moreoftenthannot, thereis no dis-
courseconnectve explicitly connectinga clauseto the previ-
ousdiscourseWhencombiningtwo CUsduringaggreyation,
the sentenceplannerhasto make a choiceaboutwhetherto
generatea connectve or not. The two importantquestions
to askhereis whethertherearesignificantconstrainton the
lexicalizationof discourseelations,andwhethersomeor all
of theseconstraintsanbe identifieddirectly from annotated
corpora.For example,whatis thereasorfor lexicalizing the
CONSEQUENCE relationin (13) andnotin (14)?

(13) The three men worked together on the so-called
Brady Commission,headedby Mr. Brady, which
was establishedafter the 1987 crash to examine
the marlet's collapse As aresultthey have exten-
sive knowledgein financial markets,and financial
mark et crises

From 1984 to 1987, its (Iversons) earningssoared
six-fold, to $3.8 million, on a seven-fold increase
in revenue,to $44.1 million. Butin 1988, it ran
into a buzz saw: a DefenseDepartmentspending
freeze IMPLICIT=AS A RESULT lverson’s earnings
plunged 70% to $1.2million .

(14)

Someresearchhas shovn that the choice of whetheror
not to lexicalize a relationis indeedgovernedby constraints
that can be built into a sentenceplanner: while somecon-
straintsmay require deepreasoningover world knowledge
and propertiesof the contentunits, someare more directly
associatedavith thesurfacepropertiesof thecontentunitsand
the text plan. For example,on the one hand, [Amsili and
Rossari,1994 shav thatin French,the useof a connectie
to expressa CAUSAL relation betweeneventualitiescan be
constraineddy the interactionof the (Vendlerian)aspectual
classeof thetwo eventualitiesaswell asthe orderin which
theeventualitiesappeain the cAUSAL relation.Ontheother
hand,corpus-basedesearchWilliams andReiter 2003 has
shawvn thattherearestatisticallysignificantdifferencescross
classe®f connectivesvith respecto howfrequentlythey are
lexicalized

Lik e othercorpushasedvork, thePDTBalsoofferstheop-
portunityto find statisticallysignificantpatterns However, it
alsooffersmuchmore,since,unlike previousstudiesthesize
of thecorpusis muchlarger, andsinceotherlayersof annota-
tion onthe sametext arealsoavailable,namelythe syntactic
annotatiorof the PennTreeBankandthe semanti@annotation
of the PropBank. A generationsystemwith an architecture
suchasthe one we have assumechere, provides a syntac-
tic andsemanticanalysisof the contentunitsto the sentence
planningcomponentso modelsinducedfrom the PDTB will
provide a muchricher setof constraintdo constitutethe cri-
teriafor the (non-)lexical occurrencef discourseelations.

Finally, for the occurrenceask, it is also useful that the
PDTB specially identifies caseswhere thereis no explicit
phrasethatcanbeinsertedin placeof the purportedmplicit
relation betweenadjacentsentences.Thesecaseswere an-
alyzedand distinguishedasthreetypes: (a) NOREL, where
no discourseelationwasinferredbetweerthe adjacentsen-
tences(Ex. 15), (b) NOCONN-ENT, wherethe relation was
percevedto be oneestablishedy elaborationvia entity de-
scription(Ex. 16), andfinally, (c) NOCONN, wheresomere-
lation - otherthanthe entity elaborationrelation - was per
ceived, but for oneof severalreasonsincluding redundany,
theuseof anexplicit connectvein thetext soundedinaccept-
able(Ex. 17)11

(15) Thetransactionhasbeenapprovedby Kyle's board,
but requirestheapproval of thecompanyssharehold-
ers. IMPLICIT=NOREL Kyle manufactures elec-
tr onic components

C.B. Ragers Jr. was named chief executive
officer of this business information concern
IMPLICIT=NOCONN-ENT Mr. Rogers,60yearsold,
succeedd.V. White, 64,who will remainchairman
and chairman of the executive committee.

In the 1920s,a youngscoolteater, JohnT. Scopes,
volunteeed to be a guineapig in a testcasespon-
sored by the AmericanCivil LibertiesUnion to chal-
lenge a ban on the teading of evolution imposed
by the Tennessed egislature. IMPLICIT-NOCONN
The resultwasa world-famous trial exposingpro-
found cultural conflicts in American life between
the “smart set} ... and the religious fundamen-
talists, .. .

(16)

17

In sum,we hopethattheimplicit connectve annotationsn
the PDTB will encourageesearchandexperimentsthatwill
supportdecisiongelatedto connectve occurrencen NLG.

3.2 Selection

The problemof lexical choicefor connectvesis well recog-
nized: agivendiscourseaelationcanbe expressedvith ava-
riety of connectves,but thereare subtlesyntactic,semantic,
pragmaticandstylistic factorsthat precludethe useof ary of
aclassof connectvesin a givencontext.

"Onereasorthatanexplicit connectie mightsoundredundants
if therelationis alreadylexicalisedelsevherein the clause- for ex-
ample,in thesubject(asin Ex. 17) or theverb,asin “This [resulted
in, led to] aworld-famoustrial . .. ”



Thedesignof thePDTB annotationgrovidesdirectaccess
to the discourseconnectves and their alguments(sincethe
annotationsare anchoredon the connectves), and together
with the otherlayersof annotation(PTB andPropBank)can
allow inferencesto be dravn easily from the obsened pat-
terns. Claimsmadein the literatureaboutparticularconnec-
tivescanalsobe empirically tested.In somestudiesthatwe
have conductedthereareindicationsthat somewell-known
accountof connectvesare not supportecby the PDTB an-
notations. For example,[Elhadadand McKeown, 1990 ar
guethat while the cAusE relationcanbe expressedy both
becauseandsince the two connectvesare not freely inter-
changeableandthat they differ in whetherthe information
is known to the recever or not, in that becausantroduces
new information whereassince presentggiven information.
Crucially, theiraccounis basedn anelsavhereclaimedten-
deng [Quirk etal., 1977 for becausandsinceto bein com-
plementarydistribution, with becauseappearingpostposed
andsinceappearingpreposedandthe notionthat new infor-
mationtendsto be placedtowardsthe endof a clause[Halli-
day, 1985. The PDTB annotationshow thatwhile because
doestend to appearpostposed(see[Prasadet al., 2004]),
the 90 confirmedinstancef cAUSAL sincearedistributed
equallyin pre-andpostposegbosition,suggesting clarifica-
tion of the above correlationbetweennformationstatusand
clauseordet

In addition,in earlierwork [Prasacktal., 2004, we hadin-
tegrateda subsebf the PDTB annotationsvith the PTB syn-
tacticannotationsandfoundthatalthoughandeventhough
which denotea CONCESSION relationandarethoughtto be
undifferentiableexceptfor eventhoughcarrying“emphasis”
[Huddlestonand Pullum, 2003, behaed quite differently
with respecto the relative position of their alguments. Al-
thoughclausesveremorefrequentlypreposedwhereasven
thoughclausesvere morefrequentlypostposedTo this, we
have now addedresultsobtainedfor though Table1 shavs
the agument-ordedistribution for although even though
andthough'?

CONN Arg2 Postposed Arg2 Preposed| Total
although 129(37%) 218(63%) | 347
(even)though 174(72%) 68(28%) | 242
Total 303(51%) 286(49%) | 589

CONN Arg2 Postposed Arg2 Preposed| Total
although 129(37%) 218(63%) | 347
eventhough 77 (75%) 26(25%) | 103
though 97 (70%) 42(30%) | 139
Total 303(51%) 286(49%) | 589

Table 1: ArgumentOrder for although eventhough and
though

Table 1 shaws that eventhoughandthoughpatternalike,
and that their variation with althoughis highly significant.
The former occurpostposedbout72% of thetime andpre-
posedabout28% of the time, the oppositeof although(see
Table2.) Furtheranalysisof theseconnectvesis neededo
determinewhatthevariationmight correlatewith.'3

Somerecentstudies(e.g., [Hutchinson,2005) have tried

2Thetokensfor thoughexlcudeits adverbial occurrences.

3The similar behaior of eventhoughandthoughalsosuggests
thattheclaimabout‘emphasis’beingthesoledistinguishingeature
might still stand but only for thesetwo connectves.

Table 2: ArgumentOrder for althoughand (even) though
with thoughandeventhoughcombined.

to modelthe substitutabilityof discourseconnectvesbased
on corpusdata. However, the modelusesonly lexical cooc-
currences.We believe that bettermodelscould be obtained
with corporasuchasthe PDTB that are alignedwith other
levels of (syntacticand semantic)analysis. This would be

especiallybeneficialfor generationapproachegsuchasis

assumechere)that carry out the task of lexical choicefor

connectves after the abstractsyntacticspecificationfor the
connectve’s agumentshave alreadybeenconstructed.This

meansthat syntacticand semanticfeaturesof the CUs can
play arole in modelingthe useof connectves.

3.3 Placement

Whenrelatingtwo CUs, discourseconnectvesare syntacti-
cally boundto one of the CUs (called Arg2 in the PDTB),
so the sentenceplannerneedsto make a decisionabout(a)
which CU to associate¢he connectve with, and(b) whereto
placethe connectvein the CU.

Thefirst decisioncanmostly be madevery simply by ref-
erencedo therelative orderof the CUsandthe syntacticclass
of the connectve, if it is assumedhatlinear orderingof the
CUs during aggreationis done prior to DR-lexicalization
(seeFootnote?). For instance,in both Examples(18) and
(19),'* a coNCESSION relationholdsbetweenthe two CUs,
in that the assertionof Johnbeing smartdeniesthe expec-
tation raisedby the other assertion that Johnis not smart.
However, in eachcasethelinearorderingof the CUsis taken
asgivenfor the placementask,andthe decisionof whereto
placethe connectve dependsn the relative position of the
CU thatraisesthe expectationto be denied,andthe syntactic
classof the connectie selected. If although a subordinat-
ing conjunction,is selected,it must be associatedvith the
CU thatraisesthe expectationwhereasf but, acoordinating
conjunction,is selectedjt mustbe associatedvith the CU
thatdeniesthe expectation.

(18) AlthoughJohnfailedtheexam,heis smart.
(19) Johnfailedtheexambut heis smart.

The seconddecision,however, is more difficult to make,
andrelatego discoursedwerbials.Unlike subordinatingon-
junctionsand coordinatingconjunctions which can modify
their (Arg2) CU clauseonly in initial position,discoursead-
verbialscanoccurin several positionsin the clause.The ex-
amplesbelon shov the connectve as a resultappearingn
initial position (Ex. 20), in medial position (Ex. 21), andin
final position(Ex. 22) in the clause.

14These examplesare adaptedfrom [Elhadadand McKeown,
1994.



(20) Despitethe economicslowdown there are few clear
signsthat growth is comingto a halt. Asaresult
Fed officials may be divided over whether to ease
credit.

The chief culprits, he says,are big companiesand
businesgroupsthat buy huge amountsof land “not
for their corporateuse but for resaleat huge profit”

... The Ministry of Finance, asaresult has pro-
poseda seriesof measuresthat would restrict busi-
nessinvestmentin real estate. . .

(21)

(22) Polyvinyl chloride capacity“has overtalen demand
and we are experiencing reduced profit margins

asaresult’, ...

In previouswork [Prasacet al., 2004, we conductedex-
perimentson 5 adwerbials(asa result instead nevertheless
otherwise andtherefore), looking atthe positionin whichthe
connectve wasrealizedin the Arg2 CU clause andwe found
thatthe connectvesin this setoccurredporedominantlyin ini-
tial positionin their clause.However, mostof the examples
collectedfor theseexperimentshadthe connectve in initial
position,sowe wantto re-runthe experimentsvhenwe have
furtherdata.

4 PDTB and the Representationand
Realization of Attrib ution

Taking the theoreticalview of languageasgoal-drivencom-
munication,mostworking NLG systemsare built within re-

stricteddomainswith clearly definedcommunicatie goals.
This meansthat while sometasks,suchas someaspectof

sentenceplanningandrealization,are modeledin a general
way andcanbeextendedacrosapplicationspthertaskssuch
ascontentdeterminatiorandtext planningaredriven by the
needsof thedomain,in particulartheinformationcontentof

thedomain.Oneof thefirst tasksof NLG systemss thusdo-

main modeling i.e., analyzingtargettexts anddeclaringthe
differenttypesof informationthatneedto be conveyedwithin

thedomain,andat whatlevel of granularity For example,in

the restauranteview domain[Walker et al., 2003, the pri-

mary kind of entity is restauant with propertieslike food,

service andatmospheg definedover theseentities. In con-
trast, the weatherdomain[Reiter and Dale, 2004 includes
time-spanentities,with propertiedike rainfall definedover
theseentities.

In the News domain,applicationghatdealwith the gener
ation of News reportshave to modelmore complex typesof
entitiesandrelations suchastherelationof attribution,which
is a relation of “ownersip” betweenabstractobjectsandin-
dividuals or agents. Becausethey are News reports,writ-
ers of thesetexts are concernedwith ascribingbeliefs held
andstatementsnadeto the correctsourcegincludingthem-
selhes),andrelatedly with preventingthe falseinference(on
thepartof thereader)thata certainpieceof informationthat
is beingconveyedis a commonlyknown fact or commonly
held view). For example,thereis a big differencebetween

theway thebasicinformationin thefollowing two sentences

is presentedhecausét leadsthereaderof thereportto make
differentinferencesaboutthefacts.

(23) Thechief cqurits,‘ he (Mr. Lee)says{, arebig com-
paniesandbusinesgroupsthatbuy hugeamountsof
land“not for their corporatause but for resaleathuge
profit.”

(24) The chief culprits are big companiesand business
groupsthat buy hugeamountsof land “not for their

corporateuse,but for resaleat hugeprofit.”

In Example(23), the assertiorthat the chief culprits are
big companiesand businesggroupsis understoodas “fact”,
but from Mr. Lee’s point of view.'®> On the otherhand,Ex-
ample(24) stronglysuggestaninterpretatiorwherethesame
assertioris consideredo be awell-known fact(andhenceto
be“true”).

Even thoughthe attribution relationin the domainmodel
is expressedbetweenall abstractobjectsand agententities
thatarerelatedin this way, therelationinformationneednot
necessarilcontinueon to successie stagef contentdeter
minationandtext planning,at leastnot in the samemanner
For onething,thecontentplannemaydecideto presensome
informationaswell-known facteventhoughit wasattributed
to someagent.Thisis somavhatevidentfrom thetextsthem-
selves,wheremary sentencesuggesthatthe writer holdsa
strongbelief thatthe informationfrom someexternalsource
is true, or is confidentaboutits truth, andhasdecidedo drop
theattribution, i.e, notrealizeit. Thisis acommonideain the
definition of ECUsin generatiorsystemswheregoing from
the information containedin the domainmodelto the defi-
nition of the ECUsinvolvesmakingdecisionsaboutwhatto
convey andwhatnotto corvey (dependingontheoveralland
immediatecommunicatve goals),especiallysincetheideais
thatall piecesof the definedECUshave to berealizedin one
way or another

Secondlyevenif attributionsareincludedin the ECUsfor
realization the contentplannercan,andmust,have a way of
representinghemin atleasttwo differentways. Evidencefor
this comesfrom the PDTB annotationof attribution on dis-
courseconnectvesand their alguments. Assumingthat the
text planencodeghe ECUsandthe discourseelationshold-
ing betweenthem, a discourserelation may hold either be-
tweentheattributionsthemselesor just betweertheabstract
objectargumentof theattribution. Thesetwo possiblitiesare
shavn in Exampleg25) and(26):

(25) WhenMr. Greenwon a $240,000verdict in aland
condemnationcaseagainstthe statein June 1983

Judge O’Kicki unexpectedlyawarded him
an additional $100,000

Advocatesaid| the 90-cent-an-hourise, to $4.25
an hour by April 1991, is too small for the working
poor, while ‘ opponentsargued‘ that the increase

will still hurt small businessand costmany thou-
sandsof jobs.

(26)

In the examplesin this section,the text spanassociatedvith
attribution is shavn boxed for illustrative purposenly: the guide-
linesfor annotatingattribution spanshave not beendecidedyet.



In Example(25), the TEMPORAL discourserelationis ex-
pressedobetweenthe eventuality of Mr. Greenwinning the
verdict and the Judgegiving him an additionalaward. The
discourseaelationdoesnot entailthe interpretatiorof the at-
tribution relation. On the other hand, Example(26) shows
that the CONTRAST relation holds betweenthe agentargu-
mentsof the attribution relation, which meansthat the attri-
bution relation must be part of the contrastaswell. These
exampleghereforeshav thatattribution hasbothan“owner”
and a scope,andthat both mustbe correctly representedh
thetext plan,for appropriateealization.

Theattribution relationcanbe definedover discourseela-
tionsaswell, asseenin Example(27), wherethe TEMPORAL
relationbetweerthetwo argumentds presumablalsobeing
guotedandthusattributedto someSpealer (somemanaging
director). If discourserelationscanindeedbe objectsof at-
tribution, thenit suggests further extensionof the abstract
objectontology(in the domainmodel)andits representation
by the contentplanner

(27) “When the airline information came through,
it cracked every model we had for the market-

place” ‘saidamanagingjirector‘ at one of the
largestprogram-tradindirms.

With theabove exampleswe haveillustratedoneaspecbf
the annotationin the PDTB thathasa bearingon how NLG
systemawvorking within the News reportdomainmustmodel
andrepresentttribution. The completedattribution annota-
tionsin the PDTB corpuswill provide a usefulresourceasa
targetcorpusto confirmtheabove hypothesesandto discover
otheraspectselevantto therepresentationf attribution.

Carryingon from the stagef domainmodelingandcon-
tent determinationthe PDTB annotationshows that the at-
tribution relationcontinuesto affect sentencelanningdeci-
sionsaswell. The attribution relation can be realizedin a
variety of ways: Spealer attribution of a connectve andboth
its agumentscaninvolve eitherquotedor indirectspeechas
in Exampleq28) and(29), respectiely.

(28)

“Now, Philip Morris Kraft General Foods’ par
ent compaly is committedto the coffee business
and to increasedadwertising for Maxwell Hous€,
‘ saysDick Mayer‘, presidentof the GeneralFoods
USA division. “Eventhoughbrand loyalty is rather

strong for coffee we needadvertisingto maintain
andstrengthent.”

Like otherlarge Valley companies, Intel alsonoted
that it has factoriesin several parts of the nation,

sothata breakdown at onelocation shouldn’t leave
customersin a total pinch.

(29)

Example(28) alsoshaws thatthe attribution may be unre-
alizedwhenthe abstracbbjectargumentof the attribution is
expressedn directquotes/eaving it to thereaderto recover
theattribution anaphoricallyfrom the precedingsentence.

Finally, Example(30) shaws that both argumentsof the
CONTRAST relationsignaledby neverthelessreattributedto
a Spealer, Mr. Robinson,whereasthe relationitself is at-
tributedto the Writer.

(30) |Mr. Robinson . .said| Plant Genetics successin
creatinggeneticallyengineeed malesterilesdoesnt
automaticallymeanit would be simpleto createhy-
brids in all crops ... Nevertheless, he is

negotiatingwith Plant Geneticto acquirethe tech-
nologyto try breedinghybrid cotton.

Spacedoesnot permit us to presentthe mary moreways
in which the attribution relation is realizedin the PDTB.
We hopethatthe examplesprovided herewill encouragee-
searcherso exploit the PDTB to automaticallydiscover the
full rangeof variationthat seemsto be present,and model
the conditionsunderwhich thedifferentrealizationsaregen-
erated. Apart from the interactionof attribution with aggre-
gation, sincethe PDTB annotationwill containthe spanof
text associateavith attribution, it will alsoprovideavaluable
resourcefor determiningthe differentwaysin which differ-
enttypesof attribution can be lexicalized, for example,for
thechoicebetweerdifferentverbsof saying,suchassayand
note andto modelthe conditionsunderwhich one may be
usedasagainsthe other

5 Summary

In this paper we have describedhow the PennDiscourse
TreeBankPDTB), alarge-scalanulti-layeredannotateator-
pus of discourserelations, can contritute as a resource
towards researchand developmentin NLG. We gave an
overview of thetypesof annotatiorin the PDTB: explicit and
implicit discourseeonnectvesandtheirargumentssenselis-
tinctionsfor connectves,andattribution associateevith con-
nectvesandtheir aguments.We shaved the relevanceand
useof the annotationdor the sentencelanningtasksof oc-
currenceselectionandplacementgiving resultsfrom exper
imentsconductedn the PDTB, andshaving how theresults
could be integratedinto an NLG sentenceplanner We also
shavedthatempiricalresearcton the PDTB canbe usedto
testtheoreticalclaims madein the literatureaboutdiscourse
connectves.We thendescribedherole of attribution for do-
main modelingof applicationsthat deal with generationof
WSJstyletexts anddemonstratethe utility of thePDTB an-
notationsfor therepresentatioandrealizationof attribution.
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