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Abstract|This paper will report new results we

have obtained in applying stereo vision algorithms

to the problem of autonomous vehicle navigation on

highways. The project consists of two parts: lane

extraction and obstacle detection.

Our lane extraction system is based on a param-

eterized model for the appearance of the lanes in

the images. This model captures the position, ori-

entation and width of the lane as well as the height

and inclination of the stereo rig with respect to the

road. A robust lane recognition procedure is em-

ployed to recover the position of the vehicle within

the lane. This scheme is able to recover and track

the lane markers in real time (20Hz) even in the

presence of a signi�cant number of spurious lane

features.

We have developed a new real time stereo system

(20Hz) that has been optimized for use in a highway

navigation system. The algorithm �rst extracts

vertical line features from a subset of the scan lines

in the left and right images. Correspondences are

made between line features in the left and right

images by a region-based correlation scheme. The

results of this process can then be passed to the

grouping and tracking process described by Weber,

Koller, Luong and Malik in Intelligent Vehicles 95.

The paper will also describe the implementation

of these algorithms on our network of TMS320C40

DSPs. This computational architecture allows us

to handle the demanding computational and I/O

requirements of these applications.

These algorithms have been tested on video data

obtained from a test vehicle that was driven in typi-

cal highway tra�c. Results from these experiments

will be presented.

I. Introduction

This paper will report new results we have

obtained in applying stereo vision algorithms to

the problem of autonomous vehicle navigation on

highways. The goal of our project was to design,

implement and test a vision system that would

take the video signals from a pair of CCD cam-

eras and compute in real time (20 Hz) the position

and orientation of the car with respect to the lane

and the position of other obstacles on the roadway

including other vehicles.

This paper consists of two parts: Section III will

describe a real-time stereo system (20 Hz) which

computes the position of salient obstacles in the

roadway, including other vehicles, with respect to

the controlled car while Section IV describes a

real-time lane tracking system (20 Hz) which keeps

track of the position and orientation of the vehicle

with respect to the lane markers.

The estimate for the position of the vehicle

within the lane would be used as input to a lateral

control system while the positions of the detected

obstacles would be passed to a longitudinal con-

trol system which would regulate the speed of the

vehicle.

A number of researchers have demonstrated

vehicle navigation systems that use vision as

a primary control input [DM92], [THKS88],

[MKLT95], [Pom95]. Our work [WKLM95]is most

similar to that of Dickmanns et al in that we make

use of models of the roadway and the obstacles in

the �eld of view. However, our systems employ in-

formation from a pair of stereo cameras which al-

lows us to directly measure the three-dimensional

structure of the scene.

Our algorithms have been implemented on a

network of TMS320C40 Digital Signal Processors

in order to achieve real-time performance. The

implementations are described in more detail in

the sequel.

II. Description of imaging setup

Figure 1 shows the stereo con�guration that was

used to acquire images in our experiments. The

vectors Xw, Yw, and Zw de�ne the ground plane

frame of reference while Xs, Ys and Zs represent

the frame of reference attached to the stereo rig.

The stereo rig was mounted on the car at a height

d above the ground plane and at an inclination

�. These parameters depend upon the state of the

cars suspension system and may vary over time. In

our experiments, the stereo baseline, b was �xed

at 10.5 centimeters.

Equations 1 through 4 de�ne the relationship

between the coordinates of a point with respect to
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Fig. 1. Stereo con�guration used in our experiments.

the stereo rigs frame of reference and the coordi-

nates of its projection in the left and right images.

ul = sx((Xs + b)=Zs) + cl
x

(1)

vl = sy(Ys=Zs) + cl
y

(2)

ur = sx((Xs � b)=Zs) + cr
x

(3)

vr = sy(Ys=Zs) + cr
y

(4)

(5)

The parameters sx and sy refer to the scale fac-

tors in the x and y directions on the image plane

and are assumed to be the same in both cameras.

(cl
x
; cl

y
) and (cr

x
; cr

y
) refer to the images of the cen-

ters of projection of the left and right cameras re-

spectively.

Equation 6 gives the relationship between the

coordinates of a point with respect to the world

frame and its coordinates in the stereo rig frame.
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Consider the set of points that lie on the ground

plane, that is, points with world coordinates of the

form (Xw; Yw; 0; 1). We can derive the following

equation which relates the stereo disparity of these

points, (ul � ur), to their row coordinates in the

left image, vl.

(ul � ur) =
2bsx cos �

dsy
(vl � hl) + (cl

x
� cr

x
) (7)

Where hl = (cl
y
� sy tan �) denotes the projec-

tion of the horizon of the ground plane in the

left image. This expression is refered to as the

Helmholtz shear equation [WKLM95] and it places

a lower bound on the disparities we would expect

between features in the left and right images on

any given row of the image pair.

III. The Stereo Algorithm

The goal behind any stereo algorithm is to es-

tablish correspondences between points in the left

and right images. Once this has been accom-

plished, it is a simple matter to compute the 3-D

coordinates of the matched point via triangulation

as shown in Figure 1.

For this application, we have chosen to break

the stereo matching procedure into two stages. In

the �rst stage we run a vertical edge extraction

procedure on corresponding rows in the left and

right images. This is accomplished by convolving

the image rows with a Canny edge �lter [Can86]

and selecting the local maxima above a certain

threshold in the resulting array. This is typically

the most computationally intensive stage in our al-

gorithm, it takes approximately 1 millisecond per

row on our C40 network.

In the second stage of the matching process, we

compare each edge in the left image row to poten-

tial correspondents among the edges in the right

image row. The candidate matches are evaluated

by computing the normalized correlation between

a window of pixels centered around each edge.

These windows are typically 20 to 30 pixels wide.

The stereo algorithm selects the best correspon-

dent for each edge in the left image on the basis of

these correlation values; correlation values below

a certain threshold are rejected as unreliable.

The main advantage of this scheme is that it

dramatically lowers the computational complex-

ity of the stereo process. Since we only compare

edges in the left and right images, the stereo al-

gorithm does not have to consider nearly as many

possible matches as it would otherwise have to.

Another reason for considering matches between

regions with signi�cant contrast changes is that

correlation based matching schemes are most ac-

curate when they are applied to these types of

features. Similar edge based schemes have been

successfully applied in indoor environments and

at slower frame rates by a number of researchers

[KTB89], [CSSP92].

The results of this stereo matching procedure

could be passed to a grouping algorithm such as

the one described by Weber, Koller, Luong and

Malik [WKLM95] which would group the matched

edges into coherent obstacles which could be

tracked over time. Temporal integration schemes

like the Kalman �lter could be employed to im-
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prove our estimates for the position and velocity

of these obstacles with respect to the test vehicle.

Stage1: 
Frame Grabber

Stage 2:
Feature Extraction,
Stereo

Cameras

Display

Graphics
Subsystem

Stage 3:
Lane Fitting

Fig. 2. Network of TMS320C40s used to implement the
real-time lane tracking and stereo systems.

We have chosen to implement our stereo algo-

rithm on a network of TMS320C40 Digital Sig-

nal Processors which are arranged in a network as

shown in Figure 2. The processors are arranged

in a pipeline to improve system throughput. The

processor at the head of the pipeline is equipped

with a frame grabber which it uses to capture

pairs of images from the left and right cameras.

It then sends the image data on to a set of four

processors which constitute the second stage of the

pipeline. Processors in this stage perform the fea-

ture extraction and stereo matching procedures.

The stereo results are collected together by the

processor at the third stage of the pipeline which

passes the results on to the �nal stage where the

results are displayed on a VGA monitor. This or-

ganization allows us to exploit the parallelism in-

herent in the stereo algorithm since each of the

four processors in stage two computes stereo cor-

respondences for a di�erent region of the image.

Additional parallelism is realized by allowing pro-

cessors at di�erent stages in the pipeline to work

independently so that multiple stereo pairs can be

processed simultaneously.

Our current system captures and processes

stereo pairs from the cameras at a rate of 20 frames

per second. Each of the images in the pair is dig-

itized at a resolution of 340 columns by 240 rows.

The system performs its stereo calculations on 20

of the rows in the image pair as shown in �gure 3.

There is a delay of 100 milliseconds between the

time that an image is captured and the time that

the results of the stereo computation are made

available.

(a)

(b)

Fig. 3. (a) The left image of a stereo pair (b) The
vertical edge features that the system extracted and
found correspondences for in the right image, the gray
value of the edge segment corresponds to its disparities,
brighter features have larger disparities

IV. Lane Recognition

The lane tracking module is designed to provide

estimates for the position and orientation of the

car within the lane. Our approach to lane track-

ing is based upon a parametric model of the lane

geometry, the tracking algorithm computes esti-
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mates for the parameters of this model from fea-

ture measurements in the left and right images. At

each time instant, the lane tracker predicts where

the lane markers should appear in the current im-

age based on its previous estimates for the lane

position. It then extracts possible lane markers

from the left and right images. These feature mea-

surements are passed to a robust estimation pro-

cedure which recovers the parameters of the lane

along with the orientation and height of the stereo

rig with respect to the ground plane.

Ψ

y+y−

Lookahead
region

Xw
Yw

Fig. 4. Figure showing the relationshipbetween the vehicle
and the highway lane

h

i
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v

u
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Fig. 5. The appearance of the roadway in the image plane

Figure 4 shows the relationship between the ve-

hicle and a section of the highway lane some dis-

tance ahead while Figure 5 shows how that portion

of the highway would appear in the left camera.

Note that the model for the appearance of the

lane markers in the image is captured by four pa-

rameters: two parameters, hl and il which rep-

resent the vanishing point of the lane in the im-

age and another two, sl+ and sl
�

which denote the

slopes of the left and right lane markers respec-

tively. Equations (9) through (11) describe the

well known relationship between these image pa-

rameters and the parameters of the road and cam-

era models.

hl = cl
y
� sy tan � (8)

il = cl
x
� sx

tan 

cos �
(9)

sl+ =
sx

sy
fcos �(

y+ + b

d
)� sin � tan g (10)

sl+ =
sx

sy
fcos �(

y
�

+ b

d
) � sin � tan g (11)

Note that the vanishing point in the image is

simply the projection of the road direction vector

onto the image plane. As such, there is a particu-

larly simple relationship between the coordinates

of the vanishing point, hl and il, the pitch and yaw

parameters, � and  . The slopes of the left and

right lane markers in the image, sl+ and sl
�

indi-

cate the lateral position of the vehicle with respect

to these lines.

Prior knowledge of the range of values that the

model parameters can assume serves to limit the

range of possible values for the image parameters.

More speci�cally, knowledge about the range of

reasonable values of roll and pitch angles limits

the area in the image in which the vanishing point

could lie while knowledge about the range of road

widths and the approximate height of the stereo

rig above the ground limits the di�erence in slope

between the left and right lane markers.

The �rst stage of the lane tracking system is re-

sponsible for detecting and localizing possible lane

markers in the left and right images. The lane

markers are modeled as white bars of a particular

width against a darker background. Regions in

the image which satisfy this intensity pro�le can

be identi�ed through a template matching proce-

dure. It is important to remember that the width

of the lane markers in the image changes linearly

as a function of the image row. This means that

di�erent templates are used for di�erent rows in

the left and right images. The Helmholtz shear

equation can be used to verify that candidate lane

markers actually lie on the ground plane.

Once a set of candidate lane markers has been

recovered, the lane tracker applies a robust �t-

ting procedure to �nd the set of model parameters
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which best match the observed data. A robust �t-

ting strategy is absolutely essential in this appli-

cation because on real highway tra�c scenes the

feature extraction procedure will almost always re-

turn a number of extraneous features that are not

part of the lane structure. These extra features

can come from a variety of sources, other vehicles

on the highway, shadows or cracks in the roadway

etc. These distractions can confuse naive estima-

tion procedures based on least squares techniques.

A number of other researchers [KL95], [PJ92]

have also proposed robust estimation techniques

for road recognition. Most of these techniques

have been too computationally demanding for

real time implementation. Our research demon-

strates that it is in fact possible to implement such

schemes in real-time.

The lane �tting procedure is divided into two

stages. In the �rst stage, linear Hough transforms

are performed on the left and right lane markers

independently. The Hough transform procedure

computes the scores associated with a set of can-

didate lines through the observed lane markers.

These scores indicate how well the lines conform

to the observed data.

u

v

weight = v*exp (−(x/σ)2)

candidate line

candidate lane marker

x

Fig. 6. Figure showing how a straight line is ranked by a
particular image measurement

For each candidate line, the contribution of a

given image measurement is based on the lateral

distance between that measurement and the line

and is weighted by the position of the feature in

the image as shown in Figure 6. Feature points

that are lower in the image (and hence closer to

the vehicle) are given a greater weight than lane

markers that are further away. This strategy bi-

ases the extraction procedure towards solutions

that �t more closely in the near �eld. It also re-


ects the fact that features in the near �eld are

considered more reliable because they are larger

and can be localized more accurately.

In the second stage of the �tting procedure, the

system selects a pair of candidate lines, one for the

left lane marker and one for the right, that satisfy

all of the applicable constraints and which have the

best combined score. More speci�cally, the system

ensures that the two selected lines will intersect

within a particular area on the image determined

by constraints on the pitch and yaw angles. It also

guarantees that the di�erence between the slopes

of the left and right lane markers will lie within a

speci�ed range which re
ects the fact that there

are constraints on the width of the highway lane

and the height of the stereo rig. The combined

score for the lane interpretation provides an indi-

cation of the systems con�dence in its estimate.

If one of the lane markers is occluded then the

system estimates the probable location of that lane

from the position of the other lane marker and

from a set of default values for the height of the

stereo rig, the pitch angle, and the lane width.

A simple weighted averaging scheme is used to

combine the last 20 measurements of the image

parameters into a single estimate, the score as-

sociated with each estimate is used as a weight-

ing factor. This temporal averaging scheme helps

to eliminate high frequency noise in the measure-

ments.

The lane tracking system has been implemented

on the network of TMS320C40 Digital signal pro-

cessors described in the previous section. Once

again, the computation has been divided into a

four stage pipeline. The processor at the head of

the pipeline captures stereo images from the video

source and distributes them to the four processors

in the second stage. The processors in stage two

extract candidate lane markers from di�erent re-

gions of the stereo pair. The processor in stage

three collects the results from stage two and per-

forms the robust �tting procedure described ear-

lier. The stage four processor is responsible for

displaying the extracted lane markers and the es-

timates for the lane position on a VGA monitor.

V. Conclusions

This work demonstrates the feasibility of using

a real-time stereo system to recover the position

of a vehicle within a highway lane and to detect

obstacles in the roadway.

We have presented an approach to recovering

sparse depth maps from stereo data in real time

using vertical edge features. This approach works

well on typical highway scenes where the vast ma-

jority of objects of interest contain some form of

vertical structure. Our current implementation
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(a)

(b)

Fig. 7. (a) The left image of a stereo pair (b) The lane
markers horizontal markings represent candidate lane
markers in the image while the straight line represents
the tracking systems estimate for the position of the
lanes

can capture and process stereo pairs at a rate of

20 Hz.

We have also developed a robust feature based

lane recognition system which works in real time

(20Hz) on our network of TMS320C40 Digital Sig-

nal processors. The system is able to recognize

and track the roadway even in the presence of a

large number of spurious markings by employing

robust estimation techniques based on the Hough

transform.

Our current research work is directed towards

the development of control algorithms which

would use the data provided by the vision system

for lateral and longitudinal control tasks.
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