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Abstract. In this paper we introduce metric-based means for the space of positive-definite matrices. The mean associated with the

Euclidean metric of the ambient space is the usual arithmetic mean. The mean associated with the Riemannian metric corresponds to

the geometric mean. We discuss some invariance properties of the Riemannian mean and we use differential geometric tools to give a

characterization of this mean.
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1. Introduction. Almost 2500 years ago, the ancient Greeks defined a list of ten (actually eleven) distinct

“means” [14, 21]. All these means are constructed using geometric proportions. Among these, are the well known

arithmetic, geometric, and harmonic (originally called “subcontrary”) means. These three principal means, which

are used particularly in the works of Nicomachus of Gerasa and Pappus, are the only ones that survived in common

usage.

The arithmetic, geometric and harmonic means, originally defined for two positive numbers, generalize natu-

rally to a finite set of positive numbers. In fact, for a set of m positive numbers, {xk}1≤k≤m, the arithmetic mean is

the positive number x̄ = 1
m

∑m
k=1 xk. The arithmetic mean has a variational property; it minimizes the sum of the

squared distances to the given points xk

(1.1) x̄ = arg min
x>0

m∑
k=1

de(x, xk)2,

where de(x, y) = |x − y| represents the usual Euclidean distance in IR. Their geometric mean which is given by

x̃ = m
√

x1x2 · · ·xk also has a variational property; it minimizes the sum of the squared hyperbolic distances to the

given points xk

(1.2) x̃ = arg min
x>0

m∑
k=1

dh(xk, x)2,
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where dh(x, y) = | log x − log y| is the hyperbolic distance1 between x and y. Their harmonic mean is simply given

by the inverse of the arithmetic mean of their inverses, i.e., x̂ = [ 1
m

∑m
k=1(xk)−1]−1, and thus it has a variational

characterization as well.

The arithmetic mean has been widely used to average elements of linear Euclidean spaces. Depending on the

application, it is usually referred to as the average, the barycenter or the center of mass. The use of the geometric

mean on the other hand has been limited to positive numbers and positive integrable functions [13, 6]. In 1975,

Anderson and Trapp [2], and Pusz and Woronowicz [20] introduced the harmonic and geometric means for a pair of

positive operators on a Hilbert space. Thereafter, an extensive theory on operator means originated. It has been

shown that the geometric mean of two positive-definite operators shares many of the properties of the geometric mean

of two positive numbers. A recent paper by Lawson and Lim [16] surveys eight shared properties. The geometric

mean of positive operators has been mainly used as a binary operation.

In [24], there was a discussion about how to define the geometric mean of more than two Hermitian semi-

definite matrices. There have been attempts to use iterative procedures but none seemed to work when the matrices

do not commute. In [1] there is a definition for the geometric mean of a finite set of operators, however, the given

definition is not invariant under reordering of the matrices. The present author, while working with means of a finite

number of 3-dimensional rotation matrices [18] discovered that there is a close connection between the Riemannian

mean of two rotations and the geometric mean of two Hermitian definite matrices. This observation motivated the

present work on the generalization of the geometric mean for more than two matrices using metric-based means.

In an abstract setting, if M is a Riemannian manifold with metric d(·, ·). Then by analogy to (1.1) and (1.2), a

plausible definition of a mean associated with d(·, ·) of m points in M is given by

(1.3) M(x1, . . . , xk) := arg min
x∈M

m∑
k=1

d(xk, x)2.

Note that this definition does not guarantee that the mean is unique.

As we have seen, for the set of positive real numbers, which is at the same time a Lie group and an open

convex cone2, different notions of mean can be associated with different metrics. In what follows, we will extend

these metric-based means to the cone of positive-definite transformations. The methods and ideas used in this

paper carry over to the complex counterpart of the space considered here, i.e., the convex cone of Hermitian definite

transformations. We here concentrate on the real space just for simplicity of exposition but not for any fundamental

reason.

The remainder of this paper is organized as follows. In § 2 we gather all the necessary background from

1We borrow this terminology from the hyperbolic geometry of the Poincaré upper half-plane. In fact, the hyperbolic length of the

geodesic segment joining the points P (a, y1) and Q(a, y2), y1, y2 > 0 is | log y1
y2
|, (see [22, 25]).

2Here and throughout we use the term open convex cone, or simply cone, when we really mean the interior of a convex cone.
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differential geometry and optimization on manifolds that will be used in the sequel. Further information on this

condensed material can be found in [8, 4, 10, 23, 25]. In § 3 we give a Riemannian-metric based notion of mean for

positive-definite matrices. We discuss some invariance properties of this mean and show that in the case where two

matrices are to be averaged, this mean coincides with the geometric mean.

2. Preliminaries. Let M(n) be the set of n-by-n real matrices and GL(n) be its subset containing only

non-singular matrices. GL(n) is a Lie group, i.e., a group which is also a differentiable manifold and for which

the operations of group multiplication and inverse are smooth. The tangent space at the identity is called the

corresponding Lie algebra and denoted by gl(n). It is the space of all linear transformations in IRn, i.e., M(n).

In M(n) we shall use the Euclidean inner product, known as the Frobenius inner product and defined by

〈A,B〉F = tr(AT B), where tr(·) stands for the trace and the superscript T denotes the transpose. The associated

norm ‖A‖F = 〈A,A〉1/2
F , is used to define the Euclidean distance on M(n)

(2.1) dF (A,B) = ‖A−B‖F .

2.1. Exponential and logarithms. The exponential of a matrix in gl(n) is given as usual by the convergent

series

(2.2) expA =
∞∑

k=0

1
k!

Ak.

We remark that the product of the exponentials of two matrices A and B is equal to exp(A + B) only when A and

B commute.

Logarithms of A in GL(n) are solutions of the matrix equation exp X = A. When A does not have eigenvalues

in the (closed) negative real line, there exists a unique real logarithm, called the principal logarithm and denoted by

Log A, whose spectrum lies in the infinite strip {z ∈ lC : −π < Im(z) < π} of the complex plane [8]. Furthermore,

if, for any given matrix norm ‖ · ‖, ‖I −A‖ < 1, where I denotes the identity transformation in IRn, then the series

−
∞∑

k=1

(I −A)k

k
converges to Log A and therefore one can write

(2.3) Log A = −
∞∑

k=1

(I −A)k

k
.

We note that in general Log(AB) 6= Log A + Log B. We here recall the important fact [8]

(2.4) Log(A−1BA) = A−1(Log B)A.

This fact is also true when Log in the above is replaced by an analytic matrix function.

In what follows, we give the following result which is essential in the development of our analysis.
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Proposition 2.1. Let X(t) be a real matrix-valued function of the real variable t. We assume that, for all t

in its domain, X(t) is an invertible matrix which does not have eigenvalues on the closed negative real line. Then

d

dt
tr

[
Log2 X(t)

]
= 2 tr

[
Log X(t)X−1(t)

d

dt
X(t)

]
.

Proof. We recall the following facts:

(i) tr(AB) = tr(BA).

(ii) tr
(∫ b

a
M(s)ds

)
=

∫ b

a
tr(M(s))ds.

(iii) Log A commutes with [(A− I)s + I]−1.

(iv)
∫ 1

0
[(A− I)s + I]−2

ds = (I −A)−1 [(A− I)s + I]−1
∣∣∣1
0

= A−1.

(v) d
dt Log X(t) =

∫ 1

0
[(X(t)− I)s + I]−1 d

dtX(t) [(X(t)− I)s + I]−1
ds.

The facts (i), (ii), (iii) and (iv) are easily checked. See [9] for a proof of (v).

Using the above we have

d

dt
tr

(
[Log X(t)]2

) (i)
= 2 tr(Log X(t)

d

dt
Log X(t))

(v)
= 2 tr

(
Log X(t)

∫ 1

0

[(X(t)− I)s + I]−1 d

dt
X(t) [(X(t)− I)s + I]−1

ds

)
= 2 tr

(∫ 1

0

Log X(t) [(X(t)− I)s + I]−1 d

dt
X(t) [(X(t)− I)s + I]−1

ds

)
(ii)
= 2

∫ 1

0

tr
(

Log X(t) [(X(t)− I)s + I]−1 d

dt
X(t) [(X(t)− I)s + I]−1

)
ds

(i)
= 2

∫ 1

0

tr
(

[(X(t)− I)s + I]−1 Log X(t) [(X(t)− I)s + I]−1 d

dt
X(t)

)
ds

(iii)
= 2

∫ 1

0

tr
(

Log X(t) [(X(t)− I)s + I]−2 d

dt
X(t)

)
ds

= 2 tr
(

Log X(t)
∫ 1

0

[(X(t)− I)s + I]−2
ds

d

dt
X(t)

)
(iv)
= 2 tr

(
Log X(t)X−1(t)

d

dt
X(t)

)
.

�

2.2. Gradient and geodesic convexity. For a real-valued function f(x) defined on a Riemannian manifold

M , the gradient ∇f is the unique tangent vector u at x such that

(2.5) 〈u,∇f〉 =
d

dt
f(γ(t))

∣∣∣∣
t=0

,

where γ(t) is a geodesic emanating from x in the direction of u, and 〈·, ·〉 denotes the Riemannian inner product on

the tangent space.

A subset A of a Riemannian manifold M is said to be convex if the shortest geodesic curve between any two

points x and y in A is unique in M and lies in A . A real-valued function defined on a convex subset A of M is
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said to be convex if its restriction to any geodesic path is convex, i.e., if t 7→ f̂(t) ≡ f(expx(tu)) is convex over its

domain for all x ∈ M and u ∈ Tx(M ), where expx is the exponential map at x.

2.3. The cone of the positive-definite symmetric matrices. We denote by

S(n) = {A ∈M(n), AT = A}

the space of all n× n symmetric matrices, and by

P(n) = {A ∈ S(n), A > 0}

the set of all n× n positive-definite symmetric matrices. Here A > 0 means that the quadratic form xT Ax > 0 for

all x ∈ IRn\{0}. It is well known that P(n) is an open convex cone, i.e., if P and Q are in P(n), so is P + tQ for

any t > 0.

We recall that the exponential map from S(n) to P(n) is one-to-one and onto. In other words, the exponential

of any symmetric matrix is a positive-definite symmetric matrix and the inverse of the exponential (i.e., the principal

logarithm) of any positive-definite symmetric matrix is a symmetric matrix.

As P(n) is an open subset of S(n), for each P ∈ P(n) we identify the set TP of tangent vectors to P(n) at P

with S(n). On the tangent space at P we define the positive-definite inner product and corresponding norm

(2.6) 〈A,B〉P = tr(P−1AP−1B), ‖A‖P = 〈A,A〉1/2
P ,

that depend on the point P . The positive definiteness is a consequence of the positive definiteness of the Frobenius

inner product, for 〈A,A〉P = tr(P−1/2AP−1/2P−1/2AP−1/2) =
〈
P−1/2AP−1/2,P−1/2AP−1/2

〉
.

Let [a, b] be a closed interval in IR, and Γ : [a, b] → P(n) be a sufficiently smooth curve in P(n). We define

the length of Γ by

(2.7) L(Γ) :=
∫ b

a

√〈
Γ̇(t), Γ̇(t)

〉
Γ(t)

dt =
∫ b

a

√
tr(Γ(t)−1Γ̇(t))2 dt.

We note that the length L(Γ) is invariant under congruent transformations, i.e., Γ 7→ CΓCT , where C is any fixed

element of ∈ GL(n). As
d

dt
Γ−1 = −Γ−1Γ̇Γ−1, one can readily see that this length is also invariant under inversion.

The distance between two matrices A and B in P(n) considered as a differentiable manifold is the infimum

of lengths of curves connecting them

(2.8) dP(n)(A,B) := inf {L(Γ) | Γ : [a, b] → P(n) with Γ(a) = A, Γ(b) = B} .

This metric makes P(n) a Riemannian manifold which is of dimension 1
2n(n + 1). The geodesic emanating from I

in the direction of S, a (symmetric) matrix in the tangent space, is given explicitly by etS [17]. Using unvariance

under congruent transformations, the geodesic P (t) such that P (0) = P and Ṗ (0) = S is therefore given by

P (t) = P 1/2etP−1/2SP−1/2
P 1/2.
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It follows that the Riemannian distance of P 1 and P 2 in P(n) is

(2.9) dP(n)(P 1,P 2) = ‖Log(P−1
1 P 2)‖F =

[
n∑

i=1

ln2 λi

]1/2

,

where λi, i = 1, . . . , n are the eigenvalues of P−1
1 P 2. Even though in general P−1

1 P 2 is not symmetric, its eigenvalues

are real and positive. This can be seen by noting that P−1
1 P 2 is similar to the positive-definite symmetric matrix

P
1/2
2 P−1

1 P
1/2
2 . It is important to note here that the real-valued function defined on P(n) by P 7→ dP(n)(P ,S),

where S ∈ P(n) is fixed, is (geodesically) convex [19].

We note in passing that P(n) is a homogeneous space of the Lie group GL(n) (by identifying P(n) with the

quotient GL(n)/O(n)). It is also a symmetric space of non compact type [23].

We shall also consider the symmetric space of special positive matrices

SP(n) = {A ∈ P(n), detA = 1}.

This submanifold can also be identified with the quotient SL(n)/SO(n). Here SL(n) denotes the special linear group

of all determinant one matrices in GL(n). We note that SP(n) is a totally geodesic submanifold of P(n) [17]. Now

since

P(n) = SP(n)× IR+,

P(n) can be seen as a foliated manifold whose codimension-one leaves are isomorphic to the hyperbolic space Hp,

where p = 1
2n(n + 1)− 1.

3. Means of positive-definite symmetric matrices. Using the definition (1.3) with the two distance func-

tions (2.1) and (2.9) we introduce the two different notions of mean in P(n).

Definition 3.1. The mean in the Euclidean sense, i.e., associated with the metric (2.1), of m given positive-

definite symmetric matrices P 1,P 2, . . . ,P m is defined as

(3.1) A(P 1,P 2, . . . ,P m) := arg min
P∈P(n)

m∑
k=1

‖P k − P ‖2
F .

Definition 3.2. The mean in the Riemannian sense, i.e., associated with the metric (2.9), of m given

positive-definite symmetric matrices P 1,P 2, . . . ,P m is defined as

(3.2) G(P 1,P 2, . . . ,P m) := arg min
P∈P(n)

m∑
k=1

‖Log(P−1
k P )‖2

F .

Before we proceed further, we note that both means satisfy the following desirable properties:
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P1. Invariance under re-ordering: For any permutation σ of the numbers 1, . . . ,m, we have

M(P 1,P 2, . . . ,P m) = M(P σ(1),P σ(2), . . . ,P σ(m)).

P2. Invariance under congruent transformations: If P is the positive-definite symmetric mean of {P k}1≤k≤m,

then CPCT is the positive-definite symmetric mean of {CP kCT }1≤k≤m, for every C in GL(n). From

the special case when C is in the full orthogonal group O(n), we deduce the invariance under orthogonal

transformations.

We remark that Property 2 is the counterpart of the homogeneity property of means of positive numbers (but here

left and right multiplication are both needed so that the resultant matrix lies in P(n)). The mean in the Riemannian

sense does satisfy the additional property

P3. Invariance under inversion: If P is the mean of {P k}1≤k≤m, then P−1 is the mean of {P−1
k }1≤k≤m.

The mean in the Euclidean sense does in fact satisfy other properties than Properties P1 and P2, however, they

are not relevant for the cone of positive-definite symmetric matrices. Furthermore, the solution of the minimization

problem (3.1) is simply given by P = 1
m

∑m
k=1 P k, which is the usual arithmetic mean. Therefore, the mean in the

Euclidean sense will not be considered any further.

Remark 3.3. The Riemannian mean of P 1, . . . ,P m may also be called the Riemannian barycenter of

P 1, . . . ,P m, which is a notion introduced by Grove, Karcher and Ruh [12]. In [15] it was proven that for man-

ifolds with non-positive sectional curvature, the Riemannian barycenter is unique.

3.1. Characterization of the Riemannian mean. In the following Proposition we will give a characterization

of the Riemannian mean.

Proposition 3.4. The Riemannian mean of a given m symmetric positive-definite matrices P 1, . . . ,P m is

the unique symmetric positive-definite solution to the nonlinear matrix equation

(3.3)
m∑

k=1

Log(P−1
k P ) = 0.

Proof. First, we compute the derivative of the real valued function H(S(t)) = 1
2‖Log(W−1S(t))‖2

F with respect to

t, where S(t) = P 1/2 exp(tA)P 1/2 is the geodesic emanating from P in the direction of ∆ = Ṡ(0) = P 1/2AP 1/2,

and W is a constant matrix in P(n).

Using (2.4) and some properties of the trace it follows that H(S(t)) = 1
2‖Log(W−1/2S(t)W−1/2)‖2

F . Because

Log(W−1/2S(t)W−1/2) is symmetric we have

d

dt
H(S(t))

∣∣∣∣
t=0

= 1
2

d
dt tr

(
[Log(W−1/2S(t)W−1/2)]2

)∣∣
t=0

.
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Therefore, the general result of Proposition 2.1 applied to the above yields

d

dt
H(S(t))

∣∣∣∣
t=0

= tr[Log(W−1P )P−1∆] = tr[∆Log(W−1P )P−1],

and hence, the gradient of H is given by

(3.4) ∇H = Log(W−1P )P−1 = P−1 Log(PW−1),

which is indeed in the tangent space, i.e. in S(n).

Now, let G denote the objective function of the minimization problem (3.2), i.e.,

(3.5) G(P ) =
m∑

k=1

‖Log(P−1
k P )‖2

F .

Using the above, the gradient of G is found to be

(3.6) ∇G = P

m∑
k=1

Log(P−1
k P ).

As (3.5) is the sum of convex functions, the necessary condition and sufficient condition for P to be the

minimum of (3.5) is the vanishing of the gradient (3.6), or, equivalently,

m∑
k=1

Log(P−1
k P ) = 0.

�

It is worth noting that, the characterization for the Riemannian mean given in (3.3) is similar to the charac-

terization

(3.7)
m∑

k=1

ln(x−1
k x) = 0

of the geometric mean (1.2) of positive numbers. However, unlike the case of positive numbers where (3.7) yields to

an explicit expression of the geometric mean, in general, due to the non-commutative nature of P(n), equation (3.3)

cannot be solved in closed form. In the next section we will show that when m = 2, (3.3) yields explicit expressions

of the Riemannian mean.

3.1.1. Riemannian mean of two positive-definite symmetric matrices. The following Proposition shows

that for the case m = 2 equation (3.3) can be solved analytically.

Proposition 3.5. The mean in the Riemannian sense of two positive-definite symmetric matrices P 1 and

P 2 is given explicitly by the following six equivalent expressions

G(P 1,P 2) = P 1(P−1
1 P 2)1/2 = P 2(P−1

2 P 1)1/2 = (P 2P
−1
1 )1/2P 1 = (P 1P

−1
2 )1/2P 2(3.8)

= P
1/2
1 (P−1/2

1 P 2P
−1/2
1 )1/2P

1/2
1 = P

1/2
2 (P−1/2

2 P 1P
−1/2
2 )1/2P

1/2
2(3.9)
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Proof. First, we rewrite (3.3) as Log(P−1
1 P ) = −Log(P−1

2 P ), then we take the exponential of both sides to obtain

(3.10) P−1
1 P = P−1P 2.

After left multiplying both sides with P−1
1 P we get (P−1

1 P )2 = P−1
1 P 2. Such a matrix equation has P 1(P−1

1 P 2)1/2

as the unique solution in P(n). Therefore, the mean in the Riemannian sense of P 1 and P 2 is given explicitly by

G(P 1,P 2) = P 1(P−1
1 P 2)1/2.

The second equality in (3.8) can be easily verified by pre-multiplying P 1(P−1
1 P 2)1/2 by P 2P

−1
2 = I. This makes

it clear that G is symmetric with respect to P 1 and P 2, i.e., G(P 1,P 2) = G(P 2,P 1). The third equality in (3.8)

can be obtained by right multiplication both sides of (3.10) by P−1P 2 and solving the resultant equation for P .

The forth equality in (3.8) can be established from the third by right multiplication of (P 2P
−1
1 )1/2P 1 by P−1

2 P 2.

Alternatively, these equalities can verified using (2.4). Furthermore, by use of (2.4) and after some algebra, one can

show that the two expressions in (3.9) are but two other alternative forms of the geometric mean of P 1 and P 2 that

highlight not only its symmetry with respect to P 1 and P 2 but also its symmetry as a matrix. �

The explicit equivalent expressions given in (3.8) and in (3.9) for the Riemannian mean of a pair of positive-

definite matrices that we obtained by solving the minimization problem (3.5) coincide with the different definitions

of the geometric mean of a pair of positive Hermitian operators first introduced by Pusz and Woronowicz [20]. This

mean arises in electrical network theory as described in the survey paper by Trapp [24]. For this reason and the

following Proposition, the Riemannian mean will be termed the geometric mean.

Proposition 3.6. If all matrices P k, k = 1, . . . ,m belong to a single geodesic curve of P(n), i.e,

P k = C exp(tkS)CT , k = 1, . . . ,m

where S ∈ S(n), C ∈ GL(n) and tk ∈ IR, k = 1, . . . ,m, then their Riemannian mean is

P = C exp(
1
m

m∑
k=1

tkS)CT .

In particular, when C is orthogonal, i.e., such that CT C = I, we have

P = (P 1 · · ·P m)1/m = P
1/m
1 · · ·P 1/m

m

Proof. Straightforward computations show that the given expression for P does satisfy equation (3.3) characterizing

the Riemannian mean. �



10 M. MOAKHER

For more than two matrices, in general, it is not possible to obtain an explicit expression for their geometric

mean. In the commutative case of the cone of positive numbers, the problem of finding the geometric mean of three

positive numbers can be done by first finding the geometric mean of two numbers then finding the weighted geometric

mean of the latter (with weight 2/3) and the other number (with weight 1/3). This procedure does not depend on

the ordering of the numbers. For the space of positive-definite matrices this procedure gives different positive-definite

matrices depending on the way we order the elements. Furthermore, in general, none of these matrices satisfy the

characterization (3.3) of the geometric mean. This is due to the fact that the geodesic triangle whose sides joint the

three given matrices is not flat. (See the discussion at the end of Section 3.3.)

Thus, it is only in some special cases that one expects to have explicit formula for the geometric mean. In the

following proposition we give an example where we obtain a closed form of the geometric mean.

Proposition 3.7. Let P 1, P 2, and P 3 are matrices in P(n) such that P 1 = rP 2 for some r > 0, then their

geometric mean is given explicitly by

G(P 1,P 2,P 3 = r1/3P 3(P−1
3 P 2)2/3 = r−1/3P 3(P−1

3 P 1)2/3 = r1/3P 2(P−1
2 P 3)1/3 = r−1/3P 1(P−1

1 P 3)2/3.

This proposition can easily be checked by straightforward calculations.

3.2. Reduction to the space of special positive-definite symmetric matrices. In this section we will

show that the problem of finding the geometric mean of positive-definite matrices can be reduced to that of finding

the geometric mean of special positive-definite matrices.

Lemma 3.8. If P is the geometric mean of m positive-definite symmetric matrices P 1, . . . ,P m, then for

any m-tuple (a1 . . . , am) in the positive orthant of IRm, the positive-definite symmetric matrix m
√

a1 · · · amP is the

geometric mean of a1P 1, . . . , amP m.

Proof. We have

Log
[
(akP k)−1 m

√
a1 · · · amP

]
= Log(P−1

k P ) +
[
ln a1 + · · ·+ ln am

m
− ln ak

]
I.

Therefore,

m∑
k=1

Log
[
(akP k)−1 m

√
a1 · · · amP

]
=

m∑
k=1

Log(P−1
k P ) = 0,

and hence m
√

a1 · · · amP is the geometric mean of a1P 1, . . . , amP m. �

Lemma 3.9. If P and Q are in SP(n), i.e., are positive-definite symmetric matrices of determinant one,

then for any α > 0 we have dP(n)(P ,Q) ≤ dP(n)(P , αQ) and equality holds if and only if α = 1.
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Proof. This lemma follows immediately from the fact that SP(n) is a totally geodesic submanifold of P(n). Here

is an alternative proof. Let 0 < λi, i = 1, . . . , n be the eigenvalues of P−1Q. Then

d2
P(n)(P , αQ) =

n∑
i=1

ln2(αλi) =
n∑

i=1

ln2 λi + 2 ln α
n∑

i=1

lnλi + n ln2 α.

But as P and Q have determinant one it follows that
∑n

i=1 lnλi = 0, and hence

d2
P(n)(P , αQ) = d2

P(n)(P ,Q) + n ln2 α.

Therefore dP(n)(P ,Q) ≤ dP(n)(P , αQ) where the equality holds only when α = 1. �

Proposition 3.10. Given m positive-definite symmetric matrices {P k}1≤k≤m, set αk = n
√

det P k and

P̃ k = P k/αk. Then the geometric mean of {P k}1≤k≤m is the geometric mean of {αk}1≤k≤m multiplied by the

geometric mean of {P̃ k}1≤k≤m, i.e.,

G(P 1, . . . ,P m) = m
√

α1 · · ·αmG(P̃ 1, . . . , P̃ m).

The proof of this Proposition is given by the combination of the results of the two previous Lemmas.

3.3. Geometric mean of 2-by-2 positive-definite matrices. We start with the following geometric char-

acterization of the geometric mean of two positive-definite matrices of determinant one.

Proposition 3.11. The geometric mean of two positive-definite symmetric matrices P 1 and P 2 in SP(2) is

given by

G(P 1,P 2) =
P 1 + P 2√

det(P 1 + P 2)
.

Proof. Let X = (P−1
1 P 2)1/2. Note that det X = 1 and that the two eigenvalues λ and 1/λ of X are positive. By

Cayley-Hamilton’s theorem we have

X2 − tr(X)X + I = 0,

which after pre-multiplication by P 1 and rearrangement writes

tr(X)P 1(P−1
1 P 2)1/2 = P 1 + P 2.

But trX = λ + 1/λ and det(P 1 + P 2) = det P1 det(I + X2) = (1 + λ2)(1 + 1/λ2) = (λ + 1/λ)2. Therefore,

P 1(P−1
1 P 2)1/2 =

P 1 + P 2√
det(P 1 + P 2)

.

�
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This proposition gives a nice geometric characterization of the geometric mean of two positive definite matrices

in SP(2). It is given by the intersection of SP(2) with the ray joining the arithmetic average 1
2 (P 1 + P 2) and the

apex of the cone, i.e., the zero matrix.

By use of Lemma 3.8 and the above proposition we have the following result giving an alternative expression

for the geometric mean of two matrices in P(2) that does not require the evaluation of a matrix square root.

Corollary 3.12. The geometric mean of two positive-definite symmetric matrices P 1 and P 2 in P(2) is

given by

G(P 1,P 2) =
√

α1α2

√
α2P 1 +

√
α1P 2√

det(
√

α2P 1 +
√

α1P 2)
,

where α1 and α2 are the determinants of P 1 and P 2, respectively. Unfortunately, this elegant characterization of

the geometric mean for two matrices in SP(2) cannot be generalized for more than two matrices in SP(2) nor for

two matrices in SP(n), with n > 2. Indeed, this characterization, in general, does not hold for the mentioned cases.

Let us now consider in some detail the geometry of the space of 2-by-2 positive-definite matrices

P(2) =


a c

c b

 : a > 0, b > 0 and ab > c2

 .

Set 0 < u = a+b
2 , v = a−b

2 . Then the condition ab > c2 can be rewritten as

√
v2 + c2 < u

and therefore P(2) parameterized by u, v and c can be seen as an open convex second-order cone (ice cream cone, or

future-light cone). Furthermore, the determinant-one condition ab− c2 = 1 can be formulated as u2 − (v2 + c2) = 1,

and hence using the identity cosh2 α − sinh2 α = 1, a matrix P =

a c

c b

 in SP(2) can be parameterized by

(α, θ) ∈ IR× [0, π) as

P = cosh αI + cos θ sinhαJ1 + sin θ sinhαJ2,

where

J1 =

1 0

0 −1

 , J2 =

0 1

1 0

 , coshα =
a + b

2
, tan θ =

2c

a− b
.

Note that (I, J1, J2) is a basis for the space S(2) of 2-by-2 symmetric matrices. Thus, we see that SP(2) is

isomorphic to the hyperboloid H2. In particular, geodesics on SP(2) correspond to geodesics on H2.

For more than two matrices in SP(2), in general, it is not possible to obtain their geometric mean in closed

form. Nevertheless, using the isomorphism between SP(2) and H2, we can identify the geometric mean with the
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hyperbolic centroid of point masses in the hyperboloid. In particular, the geometric mean of three matrices in SP(2)

corresponds to the (hyperbolic) center of the hyperbolic triangles associated with the given three matrices. This

center is the point of intersection of the three medians, see Fig. 3.1. However, unlike Euclidean geometry, the ratio

of the geodesic length between a vertex and the center to the length between this vertex and the mid point on the

opposite side is not 2/3 in general [5].

Fig. 3.1. Two views for the representation, in the space parametrized by u, v and c, of the cone P(2) and the hyperboloid SP(2).

For the geodesic triangle shown, the point of concurrence of the three medians corresponds to geometric mean of the positive-definite

symmetric matrices in P(2) associated with the vertices of this triangle.

4. Conclusion. Using the Riemannian metric on the space of positive-definite matrices we defined the geometric

mean. This mean satisfies some invariance properties. Some of these properties are related to the geodesic reversing

isometry in the symmetric space considered here. Therefore, the notion of geometric mean, studied here and which is

based on the Riemannian metric, can be used to define the geometric mean on other symmetric spaces which enjoying

similar invariance properties. We here used the space of positive-definite matrices as a prototype of a symmetric

spaces of non-compact type. The case of the geometric mean of matrices in the group of special orthogonal matrices,

which was studied in [18], is a prototype of symmetric spaces of compact type.

Equation (3.3) characterizing this mean is similar to the equation (3.7) characterizing the geometric mean of

positive numbers. Unfortunately, due to the non-commutative nature of the matrix multiplication, in general, it is

not possible to obtain the geometric mean in closed form for more than two matrices.

Possible applications of the geometric mean to the problem of averaging data of anisotropic symmetric positive-

definite tensors, such as in elasticity theory [7] and in diffusion tensor magnetic resonance imaging [3], will be discussed

in future works where numerical results based on Newton’s method on manifolds, for solving the geometric mean of

more than two matrices will be presented.
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