
Chapter 2

Introduction to Manifolds and Lie
Groups

2.1 The Derivative of a Function Between Normed Vec-
tor Spaces

In most cases, E = Rn and F = Rm. However, it is
sometimes necessary to allow E and F to be infinite di-
mensional.

Let E and F be two normed vector spaces , let A ✓ E
be some open subset of E, and let a 2 A be some element
of A. Even though a is a vector, we may also call it a
point.
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The idea behind the derivative of the function f at a is
that it is a linear approximation of f in a small open
set around a.

The di�culty is to make sense of the quotient

f (a + h) � f (a)

h

where h is a vector.

We circumvent this di�culty in two stages.

A first possibility is to consider the directional derivative
with respect to a vector u 6= 0 in E.

We can consider the vector f (a+tu)�f (a), where t 2 R
(or t 2 C). Now,

f (a + tu) � f (a)

t

makes sense.
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The idea is that the map from (r, s) to F given by

t 7! f (a + tu)

defines a curve (segment) in F , and the directional deriva-
tive Duf (a) defines the direction of the tangent line at a
to this curve.

Definition 2.1. Let E and F be two normed spaces, let
A be a nonempty open subset of E, and let f : A ! F
be any function. For any a 2 A, for any u 6= 0 in E,
the directional derivative of f at a w.r.t. the vector u,
denoted by Duf (a), is the limit (if it exists)

lim
t!0, t2U

f (a + tu) � f (a)

t
,

where U = {t 2 R | a + tu 2 A, t 6= 0}
(or U = {t 2 C | a + tu 2 A, t 6= 0}).

Since the map t 7! a+tu is continuous, and since A�{a}
is open, the inverse image U of A � {a} under the above
map is open, and the definition of the limit in Definition
2.1 makes sense.
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The directional derivative is sometimes called theGâteaux
derivative .

In the special case where E = R and F = R, and we let
u = 1 (i.e., the real number 1, viewed as a vector), it is
immediately verified that D

1

f (a) = f 0(a).

When E = R (or E = C) and F is any normed vector
space, the derivative D

1

f (a), also denoted by f 0(a), pro-
vides a suitable generalization of the notion of derivative.

However, when E has dimension � 2, directional deriva-
tives present a serious problem, which is that their defi-
nition is not su�ciently uniform.

A function can have all directional derivatives at a, and
yet not be continuous at a. Two functions may have all
directional derivatives in some open sets, and yet their
composition may not.
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Thus, we introduce a more uniform notion.

Definition 2.2. Let E and F be two normed spaces, let
A be a nonempty open subset of E, and let
f : A ! F be any function. For any a 2 A, we say that f
is di↵erentiable at a 2 A if there is a linear continuous
map, L : E ! F , and a function, ✏(h), such that

f (a + h) = f (a) + L(h) + ✏(h)khk

for every a + h 2 A, where

lim
h!0, h2U

✏(h) = 0,

with U = {h 2 E | a + h 2 A, h 6= 0}.

The linear map L is denoted by Df (a), or Dfa, or df (a),
or dfa, or f 0(a), and it is called the Fréchet derivative ,
or derivative , or total derivative, or total di↵erential ,
or di↵erential , of f at a.
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Since the map h 7! a + h from E to E is continuous,
and since A is open in E, the inverse image U of A�{a}
under the above map is open in E, and it makes sense to
say that

lim
h!0, h2U

✏(h) = 0.

Note that for every h 2 U , since h 6= 0, ✏(h) is uniquely
determined since

✏(h) =
f (a + h) � f (a) � L(h)

khk ,

and the value ✏(0) plays absolutely no role in this defini-
tion.

It does no harm to assume that ✏(0) = 0, and we will
assume this from now on.
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Note that the continuous linear map L is unique, if it
exists.

The following proposition shows that our new definition is
consistent with the definition of the directional derivative.

Proposition 2.1. Let E and F be two normed spaces,
let A be a nonempty open subset of E, and let
f : A ! F be any function. For any a 2 A, if Df (a)
is defined, then f is continuous at a and f has a di-
rectional derivative Duf (a) for every u 6= 0 in E.
Furthermore,

Duf (a) = Df (a)(u).

The uniqueness of L follows from Proposition 2.1.
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Also, when E is of finite dimension, it is easily shown
that every linear map is continuous, and this assumption
is then redundant.

If Df (a) exists for every a 2 A, we get a map

Df : A ! L(E;F ),

called the derivative of f on A, and also denoted by
df . Here, L(E;F ) denotes the vector space of continuous
linear maps from E to F .

WhenE is of finite dimension n, for any basis (u
1

, . . . , un)
ofE, we can define the directional derivatives with respect
to the vectors in the basis (u

1

, . . . , un)

This way, we obtain the definition of partial derivatives,
as follows.
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Definition 2.3. For any two normed spaces E and F , if
E is of finite dimension n, for every basis (u

1

, . . . , un) for
E, for every a 2 E, for every function f : E ! F , the
directional derivatives Dujf (a) (if they exist) are called
the partial derivatives of f with respect to the basis
(u

1

, . . . , un). The partial derivative Dujf (a) is also de-

noted by @jf (a), or
@f

@xj
(a).

The notation
@f

@xj
(a) for a partial derivative, although

customary and going back to Leibniz, is a “logical ob-
scenity.”

Indeed, the variable xj really has nothing to do with the
formal definition.

This is just another of these situations where tradition is
just too hard to overthrow!
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Proposition 2.2. Given two normed spaces E and
F , if f : E ! F is a constant function, then
Df (a) = 0, for every a 2 E. If f : E ! F is a

continuous a�ne map, then Df (a) =
�!
f , for every

a 2 E, where
�!
f is the linear map associated with f .

Proposition 2.3. Given a normed space E and a
normed vector space F , for any two functions
f, g : E ! F , for every a 2 E, if Df (a) and Dg(a)
exist, then D(f + g)(a) and D(�f )(a) exist, and

D(f + g)(a) = Df (a) + Dg(a),

D(�f )(a) = �Df (a).

Proposition 2.4. Given three normed vector spaces
E

1

, E
2

, and F , for any continuous bilinear map
f : E

1

⇥ E
2

! F , for every (a, b) 2 E
1

⇥ E
2

, Df (a, b)
exists, and for every u 2 E

1

and v 2 E
2

,

Df (a, b)(u, v) = f (u, b) + f (a, v).
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We now state the very useful chain rule .

Theorem 2.5.Given three normed spaces E, F , and
G, let A be an open set in E, and let B an open set
in F . For any functions f : A ! F and g : B ! G,
such that f (A) ✓ B, for any a 2 A, if Df (a) exists
and Dg(f (a)) exists, then D(g � f )(a) exists, and

D(g � f )(a) = Dg(f (a)) � Df (a).

Proposition 2.6. Given two normed spaces E and
F , let A be some open subset in E, let B be some
open subset in F , let f : A ! B be a bijection from A
to B, and assume that Df exists on A and that Df�1

exists on B. Then, for every a 2 A,

Df�1(f (a)) = (Df (a))�1.

Proposition 2.6 has the remarkable consequence that the
two vector spaces E and F have the same dimension.
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In other words, a local property , the existence of a bijec-
tion f between an open set A of E and an open set B
of F , such that f is di↵erentiable on A and f�1 is dif-
ferentiable on B, implies a global property , that the two
vector spaces E and F have the same dimension.

If both E and F are of finite dimension, for any basis
(u

1

, . . . , un) of E and any basis (v
1

, . . . , vm) of F , every
function f : E ! F is determined by m functions
fi : E ! R (or fi : E ! C), where

f (x) = f
1

(x)v
1

+ · · · + fm(x)vm,

for every x 2 E.

Then, we get

Df (a)(uj) =

Df
1

(a)(uj)v1

+ · · ·+Dfi(a)(uj)vi+ · · ·+Dfm(a)(uj)vm,

that is,

Df (a)(uj) = @jf1

(a)v
1

+· · ·+@jfi(a)vi+· · ·+@jfm(a)vm.
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The linear map Df (a) is determined by the m⇥n-matrix
J(f )(a) = (@jfi(a)), or

J(f )(a) =

✓
@fi

@xj
(a)

◆
:

J(f )(a) =

0

BB@

@
1

f
1

(a) @
2

f
1

(a) . . . @nf1

(a)
@

1

f
2

(a) @
2

f
2

(a) . . . @nf2

(a)
... ... . . . ...

@
1

fm(a) @2

fm(a) . . . @nfm(a)

1

CCA

or

J(f )(a) =

0

BBBBBBBB@

@f
1

@x
1

(a)
@f

1

@x
2

(a) . . .
@f

1

@xn
(a)

@f
2

@x
1

(a)
@f

2

@x
2

(a) . . .
@f

2

@xn
(a)

... ... . . . ...
@fm

@x
1

(a)
@fm

@x
2

(a) . . .
@fm

@xn
(a)

1

CCCCCCCCA

.
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This matrix is called the Jacobian matrix of Df at a.
When m = n, the determinant, det(J(f )(a)), of J(f )(a)
is called the Jacobian of Df (a).

We know that this determinant only depends on Df (a),
and not on specific bases. However, partial derivatives
give a means for computing it.

When E = Rn and F = Rm, for any function
f : Rn ! Rm, it is easy to compute the partial derivatives
@fi

@xj
(a).

We simply treat the function fi : Rn ! R as a function of
its j-th argument, leaving the others fixed, and compute
the derivative as the usual derivative.
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Example 2.1. For example, consider the function
f : R2 ! R2, defined by

f (r, ✓) = (r cos ✓, r sin ✓).

Then, we have

J(f )(r, ✓) =

✓
cos ✓ �r sin ✓
sin ✓ r cos ✓

◆

and the Jacobian (determinant) has value
det(J(f )(r, ✓)) = r.
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In the case where E = R (or E = C), for any function
f : R ! F (or f : C ! F ), the Jacobian matrix of
Df (a) is a column vector. In fact, this column vector is
just D

1

f (a). Then, for every � 2 R (or � 2 C),

Df (a)(�) = �D
1

f (a).

Definition 2.4. Given a function f : R ! F
(or f : C ! F ), where F is a normed space, the vector

Df (a)(1) = D
1

f (a)

is called the vector derivative or velocity vector (in the
real case) at a. We usually identify Df (a) with its Ja-
cobian matrix D

1

f (a), which is the column vector corre-
sponding to D

1

f (a).

By abuse of notation, we also let Df (a) denote the vector
Df (a)(1) = D

1

f (a).



2.1. THE DERIVATIVE OF A FUNCTION BETWEEN NORMED VECTOR SPACES71

When E = R, the physical interpretation is that f defines
a (parametric) curve that is the trajectory of some particle
moving inRm as a function of time, and the vector D

1

f (a)
is the velocity of the moving particle f (t) at t = a.

Example 2.2.

1. When A = (0, 1), and F = R3, a function
f : (0, 1) ! R3 defines a (parametric) curve in R3. If
f = (f

1

, f
2

, f
3

), its Jacobian matrix at a 2 R is

J(f )(a) =

0

BBBBB@

@f
1

@t
(a)

@f
2

@t
(a)

@f
3

@t
(a)

1

CCCCCA
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2. When E = R2, and F = R3, a function ' : R2 ! R3

defines a parametric surface. Letting ' = (f, g, h),
its Jacobian matrix at a 2 R2 is

J(')(a) =

0

BBBBB@

@f

@u
(a)

@f

@v
(a)

@g

@u
(a)

@g

@v
(a)

@h

@u
(a)

@h

@v
(a)

1

CCCCCA

3. When E = R3, and F = R, for a function
f : R3 ! R, the Jacobian matrix at a 2 R3 is

J(f )(a) =

✓
@f

@x
(a)

@f

@y
(a)

@f

@z
(a)

◆
.
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More generally, when f : Rn ! R, the Jacobian matrix
at a 2 Rn is the row vector

J(f )(a) =

✓
@f

@x
1

(a) · · · @f

@xn
(a)

◆
.

Its transpose is a column vector called the gradient of f
at a, denoted by gradf (a) or rf (a).

Then, given any v 2 Rn, note that

Df (a)(v) =
@f

@x
1

(a) v
1

+ · · · + @f

@xn
(a) vn = gradf (a) · v,

the scalar product of gradf (a) and v.

When E, F , and G have finite dimensions, if A is an open
subset of E, B is an open subset of F , for any functions
f : A ! F and g : B ! G, such that f (A) ✓ B, for any
a 2 A, letting b = f (a), and h = g � f , if Df (a) exists
and Dg(b) exists, by Theorem 2.5, the Jacobian matrix
J(h)(a) = J(g � f )(a) is given by



74 CHAPTER 2. INTRODUCTION TO MANIFOLDS AND LIE GROUPS

J(h)(a) = J(g)(b)J(f)(a) =

0

BBBBBBBBB@

@g1

@y1
(b)

@g1

@y2
(b) . . .

@g1

@yn
(b)

@g2

@y1
(b)

@g2

@y2
(b) . . .

@g2

@yn
(b)

.

.

.

.

.

.

.

.

.

.

.

.

@gm
@y1

(b)
@gm
@y2

(b) . . .
@gm
@yn

(b)

1

CCCCCCCCCA

0

BBBBBBBBB@

@f1

@x1
(a)

@f1

@x2
(a) . . .

@f1

@xp
(a)

@f2

@x1
(a)

@f2

@x2
(a) . . .

@f2

@xp
(a)

.

.

.

.

.

.

.

.

.

.

.

.

@fn
@x1

(a)

@fn
@x2

(a) . . .
@fn
@xp

(a)

1

CCCCCCCCCA

Thus, we have the familiar formula

@hi

@xj
(a) =

k=nX

k=1

@gi

@yk
(b)
@fk

@xj
(a).

Given two normed spaces E and F of finite dimension,
given an open subset A of E, if a function f : A ! F is
di↵erentiable at a 2 A, then its Jacobian matrix is well
defined.
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� One should be warned that the converse is false. There
are functions such that all the partial derivatives exist

at some a 2 A, but yet, the function is not di↵erentiable
at a, and not even continuous at a.

However, there are su�cient conditions on the partial
derivatives for Df (a) to exist, namely, continuity of the
partial derivatives.

If f is di↵erentiable on A, then f defines a function
Df : A ! L(E;F ).

It turns out that the continuity of the partial derivatives
on A is a necessary and su�cient condition for Df to
exist and to be continuous on A.

To prove this, we need an important result known as the
mean value theorem.
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If E is a vector space (over R or C), given any two points
a, b 2 E, the closed segment [a, b] is the set of all points
a + �(b � a), where 0  �  1, � 2 R, and the open
segment ]a, b[ is the set of all points a+�(b� a), where
0 < � < 1, � 2 R.

The following result is known as themean value theorem.

Proposition 2.7. Let E and F be two normed vector
spaces, let A be an open subset of E, and let f : A !
F be a continuous function on A. Given any a 2 A
and any h 6= 0 in E, if the closed segment [a, a+ h] is
contained in A, if f : A ! F is di↵erentiable at every
point of the open segment ]a, a + h[, and if

sup
x2]a,a+h[

kDf (x)k  M

for some M � 0, then

kf (a + h) � f (a)k  Mkhk.

As a corollary, if L : E ! F is a continuous linear
map, then

kf (a + h) � f (a) � L(h)k  Mkhk,

where M = supx2]a,a+h[

kDf (x) � Lk.
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Proposition 2.8. Let f : A ! F be any function bew-
teen two normed vector spaces E and F , where A is an
open subset of E. If A is connected and if Df (a) = 0
for all a 2 A, then f is a constant function on A.

The mean value theorem also implies is the following im-
portant result.

Theorem 2.9.Given two normed a�ne spaces E and
F , where E is of finite dimension n and where
(u

1

, . . . , un) is a basis of E, given any open subset A
of E, given any function f : A ! F , the derivative
Df : A ! L(E;F ) is defined and continuous on A i↵

every partial derivative @jf (or
@f

@xj
) is defined and

continuous on A, for all j, 1  j  n. As a corollary,
if F is of finite dimension m, and (v

1

, . . . , vm) is a
basis of F , the derivative Df : A ! L(E;F ) is defined
and continuous on A i↵ every partial derivative @jfi✓
or

@fi

@xj

◆
is defined and continuous on A, for all i, j,

1  i  m, 1  j  n.
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Definition 2.5. Given two normed a�ne spaces E and
F , and an open subset A of E, we say that a function
f : A ! F is a C0-function on A if f is continuous on
A. We say that f : A ! F is a C1-function on A if Df
exists and is continuous on A.

Let E and F be two normed a�ne spaces, let U ✓ E
be an open subset of E and let f : E ! F be a function
such that Df (a) exists for all a 2 U .

If Df (a) is injective for all a 2 U , we say that f is
an immersion (on U) and if Df (a) is surjective for all
a 2 U , we say that f is a submersion (on U).

When E and F are finite dimensional with dim(E) = n
and dim(F ) = m, ifm � n, then f is an immersion i↵ the
Jacobian matrix J(f )(a), has full rank (n) for all a 2 E
and if n � m, then f is a submersion i↵ the Jacobian
matrix J(f )(a), has full rank (m) for all a 2 E.
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A very important theorem is the inverse function theo-
rem. In order for this theorem to hold for infinite dimen-
sional spaces, it is necessary to assume that our normed
spaces are complete.

Given a normed vector space, E, we say that a sequence,
(un)n, with un 2 E, is a Cauchy sequence i↵ for every
✏ > 0, there is some N > 0 so that for all m, n � N ,

kun � umk < ✏.

A normed vector space, E, is complete i↵ every Cauchy
sequence converges.

A complete normed vector space is also called a Banach
space , after Stefan Banach (1892-1945).

Fortunately, R,C, and every finite dimensional (real or
complex) normed vector space is complete.
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A real (resp. complex) vector space, E, is a real (resp.
complex)Hilbert space if it is complete as a normed space
with the norm kuk =

p
hu, ui induced by its Euclidean

(resp. Hermitian) inner product (of course, positive, def-
inite).

Definition 2.6. Given two topological spaces E and
F and an open subset A of E, we say that a function
f : A ! F is a local homeomorphism from A to F if
for every a 2 A, there is an open set U ✓ A containing
a and an open set V containing f (a) such that f is a
homeomorphism from U to V = f (U).

If B is an open subset of F , we say that f : A ! F
is a (global) homeomorphism from A onto B if f is a
homeomorphism from A to B = f (A).
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If E and F are normed spaces, we say that f : A ! F is
a local di↵eomorphism from A to F if for every a 2 A,
there is an open set U ✓ A containing a and an open set
V containing f (a) such that f is a bijection from U to
V , f is a C1-function on U , and f�1 is a C1-function on
V = f (U).

We say that f : A ! F is a (global) di↵eomorphism
from A to B if f is a homeomorphism from A to B =
f (A), f is a C1-function on A, and f�1 is a C1-function
on B.

Note that a local di↵eomorphism is a local homeomor-
phism.

Also, as a consequence of Proposition 2.6, if f is a di↵eo-
morphism on A, then Df (a) is a linear isomorphism for
every a 2 A.
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Theorem 2.10. (Inverse Function Theorem) Let E
and F be complete normed spaces, let A be an open
subset of E, and let f : A ! F be a C1-function on
A. The following properties hold:

(1) For every a 2 A, if Df (a) is a linear isomorphism
(which means that both Df (a) and (Df (a))�1 are
linear and continuous),1 then there exist some open
subset U ✓ A containing a, and some open subset
V of F containing f (a), such that f is a di↵eo-
morphism from U to V = f (U). Furthermore,

Df�1(f (a)) = (Df (a))�1.

For every neighborhood N of a, the image f (N) of
N is a neighborhood of f (a), and for every open
ball U ✓ A of center a, the image f (U) of U con-
tains some open ball of center f (a).

1Actually, since E and F are Banach spaces, by the Open Mapping Theorem, it is su�cient to assume
that Df(a) is continuous and bijective; see Lang [22].
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(2) If Df (a) is invertible for every a 2 A, then
B = f (A) is an open subset of F , and f is a local
di↵eomorphism from A to B. Furthermore, if f
is injective, then f is a di↵eomorphism from A to
B.

Part (1) of Theorem 2.10 is often referred to as the “(lo-
cal) inverse function theorem.” It plays an important
role in the study of manifolds and (ordinary) di↵erential
equations.

If E and F are both of finite dimension, the case where
Df (a) is just injective or just surjective is also important
for defining manifolds, using implicit definitions.
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If Df : A ! L(E;F ) exists for all a 2 A, then we can
consider taking the derivative DDf (a) of Df at a.

If it exists, DDf (a) is a continuous linear map in
L(E;L(E;F )), and we denote DDf (a) as D2f (a).

It is known that the vector space L(E;L(E;F )) is iso-
morphic to the vector space of continuous bilinear maps
L

2

(E2;F ), so we can view D2f (a) as a bilinear map in
L

2

(E2;F ).

It is also known by Schwarz’s lemma that D2f (a) is sym-
metric (partial derivatives commute).

Therefore, for every a 2 A, where it exists, D2f (a) be-
longs to the space Sym

2

(E2;F ) of continuous symmetric
bilinear maps from E2 to F .
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If E has finite dimension n and F = R, with respect to
any basis (e

1

, . . . , en) of E, D2f (a)(u, v) is the value of
the quadratic form u>Hessf (a)v, where

Hessf (a) =

✓
@2f

@xi@xj
(a)

◆

is the Hessian matrix of f at a.

By induction, if Dmf : A ! Symm(E
m;F ) exists for

m � 1, where Symm(E
m;F ) denotes the vector space

of continuous symmetric multilinear maps from Em to
F , and if DDmf (a) exists for all a 2 A, we obtain
the (m + 1)th derivative Dm+1f of f , and Dm+1f 2
Symm+1

(Em+1;F ), where Symm+1

(Em+1;F ) is the vec-
tor space of continuous symmetric multilinear maps from
Em+1 to F .



86 CHAPTER 2. INTRODUCTION TO MANIFOLDS AND LIE GROUPS

For any m � 1, we say that the map f : A ! F is a Cm

function (or simply that f is Cm) if Df,D2f, . . . ,Dmf
exist and are continuous on A.

We say that f is C1 or smooth if Dmf exists and is
continuous on A for all m � 1. If E has finite dimension
n, it can be shown that f is smooth i↵ all of its partial
derivatives

@mf

@xi
1

· · · @xim

(a)

are defined and continuous for all a 2 A, all m � 1, and
all i

1

, . . . , im 2 {1, . . . , n}.

The function f : A ! F is a Cm di↵eomorphism be-
tween A and B = f (A) if f is a bijection from A to B
and if f and f�1 are Cm.

Similarly, f is a smooth di↵eomorphism between A and
B = f (A) if f is a bijection from A to B and if f and
f�1 are smooth.
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2.2 Series and Power Series of Matrices

Since a number of important functions on matrices are
defined by power series, in particular the exponential, we
review quickly some basic notions about series in a com-
plete normed vector space.

Given a normed vector space (E, k k), a series is an in-
finite sum

P1
k=0

ak of elements ak 2 E.

We denote by Sn the partial sum of the first n + 1 ele-
ments,

Sn =
nX

k=0

ak.

Definition 2.7. We say that the series
P1

k=0

ak con-
verges to the limit a 2 E if the sequence (Sn) converges
to a. In this case, we say that the series is convergent .
We say that the series

P1
k=0

ak converges absolutely if
the series of norms

P1
k=0

kakk is convergent.
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There are series that are convergent but not absolutely
convergent; for example, the series

1X

k=1

(�1)k�1

k
.

However, ifE is complete (which means that every Cauchy
sequence converges), the converse is an enormously useful
result.

Proposition 2.11. Let (E, k k) be a complete normed
vector space. If a series

P1
k=0

ak is absolutely conver-
gent, then it is convergent.

Remark: It can be shown that if (E, k k) is a normed
vector space such that every absolutely convergent series
is also convergent, then E must be complete.

If E = C, then there are several conditions that imply
the absolute convergence of a series.
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The ratio test is the following test. Suppose there is some
N > 0 such that an 6= 0 for all n � N , and either

r = lim
n 7!1

����
an+1

an

����

exists, or the sequence of ratios diverges to infinity, in
which case we write r = 1. Then, if 0  r < 1, the
series

Pn
k=0

ak converges absolutely, else if 1 < r  1,
the series diverges.

If (rn) is a sequence of real numbers, recall that

lim sup
n 7!1

rn = lim
n 7!1

sup
k�n

{rk}.

If rn � 0 for all n, then it is easy to see that r is charac-
terized as follows:

For every ✏ > 0, there is some N 2 N such that rn < r+✏
for all n � N , and rn > r � ✏ for infinitely many n.
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Then, the root test is this. Let

r = lim sup
n 7!1

|an|1/n

if the limit exists (is finite), else write r = 1. Then, if
0  r < 1, the series

Pn
k=0

ak converges absolutely, else
if 1 < r  1, the series diverges.

The root test also applies if (E, k k) is a complete normed
vector space by replacing |an| by kank.

Let
P1

k�0

ak be a series of elements ak 2 E and let

r = lim sup
n 7!1

kank1/n

if the limit exists (is finite), else write r = 1. Then, if
0  r < 1, the series

Pn
k=0

ak converges absolutely, else
if 1 < r  1, the series diverges.
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A power series with coe�cients ak 2 C in the indeter-
minate z is a formal expression f (z) of the form

f (z) =
1X

k=0

akz
k,

For any fixed value z 2 C, the series f (z) may or may not
converge. It always converges for z = 0, sincef (0) = a

0

.

A fundamental fact about power series is that they have
a radius of convergence .

Proposition 2.12. Given any power series

f (z) =
1X

k=0

akz
k,

there is a nonnegative real R, possibly infinite, called
the radius of convergence of the power series, such
that if |z| < R, then f (z) converges absolutely, else if
|z| > R, then f (z) diverges. Moreover (Hadamard),
we have

R =
1

lim supn 7!1 |an|1/n
.
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Note that Proposition 2.12 does not say anything about
the behavior of the power series for boundary values, that
is, values of z such that |z| = R.

Proposition 2.13. Let f (z) =
P1

k=0

akzk be a power
series with coe�cients ak 2 C. Suppose there is some
N > 0 such that an 6= 0 for all n � N , and either

R = lim
n 7!1

����
an

an+1

����

exists, or the sequence on the righthand side diverges
to infinity, in which case we write R = 1. Then, the
power series

P1
k=0

akzk has radius of convergence R.

Power series behave very well with respect to derivatives.
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Proposition 2.14. Suppose the power series f (z) =P1
k=0

akzk (with real coe�cients) has radius of con-
vergence R > 0. Then, f 0(z) exists if |z| < R, the
power series

P1
k=1

kakzk�1 has radius of convergence
R, and

f 0(z) =
1X

k=1

kakz
k�1.

Let us now assume that f (z) =
P1

k=0

akzk is a power
series with coe�cients ak 2 C, and that its radius of
convergence is R.

Given any matrix A 2 Mn(C) we can form the power
series obtained by substituting A for z,

f (A) =
1X

k=0

akA
k.

Let k k be any matrix norm on Mn(C).
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Proposition 2.15. Let f (z) =
P1

k=1

akzk be a power
series with complex coe�cients, write R for its radius
of convergence, and assume that R > 0. For every ⇢
such that 0 < ⇢ < R, the series f (A) =

P1
k=1

akAk

is absolutely convergent for all A 2 Mn(C) such that
kAk  ⇢. Furthermore, f is continuous on the open
ball B(R) = {A 2 Mn(C) | kAk < R}.

Note that unlike the case where A 2 C, if kAk > R, we
cannot claim that the series f (A) diverges.

This has to do with the fact that even for the operator
norm we may have kAnk < kAkn. We leave it as an
exercise to find an example of a series and a matrix A
with kAk > R, and yet f (A) converges.
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As an application of Proposition 2.15, the exponential
power series

eA = exp(A) =
1X

k=0

Ak

k!

is absolutely convergent for all A 2 Mn(C), and continu-
ous everywhere.

Proposition 2.15 also implies that the series

log(I + A) =
1X

k=1

(�1)k+1

Ak

k

is absolutely convergent if kAk < 1.
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Now, it is known (see Cartan [8]) that the formal power
series

E(A) =
1X

k=1

Ak

k!

and

L(A) =
1X

k=1

(�1)k+1

Ak

k

are mutual inverses; that is,

E(L(A)) = A, L(E(A)) = A, for all A.

Observe that E(A) = eA � I = exp(A)� I and L(A) =
log(I + A). It follows that

log(exp(A)) = A for all A with kAk < log(2)

exp(log(I + A)) = I + A for all A with kAk < 1.
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Finally, let us consider the generalization of the notion
of a power series f (t) =

P1
k=1

aktk of a real variable t,
where the coe�cients ak belong to a complete normed
vector space (F, k k).

Proposition 2.16. Let (F, k k) be a complete normed
vector space. Given any power series

f (t) =
1X

k=0

akt
k,

with t 2 R and ak 2 F , there is a nonnegative real R,
possibly infinite, called the radius of convergence
of the power series, such that if |t| < R, then f (t) con-
verges absolutely, else if |t| > R, then f (t) diverges.
Moreover, we have

R =
1

lim supn 7!1 kank1/n
.
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Proposition 2.17. Let (F, k k) be a complete normed
vector space. Suppose the power series f (t) =

P1
k=0

aktk

(with coe�cients ak 2 F ) has radius of convergence
R. Then, f 0(t) exists if |t| < R, the power seriesP1

k=1

kaktk�1 has radius of convergence R, and

f 0(t) =
1X

k=1

kakt
k�1.
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2.3 Linear Vector Fields and the Exponential

We can apply Propositions 2.16 and 2.17 to the map
f : t 7! etA, where A is any matrix A 2 Mn(C).

This power series has a infinite radius of convergence, and
we have

f 0(t) =
1X

k=1

k
tk�1Ak

k!
= A

1X

k=1

tk�1Ak�1

(k � 1)!
= AetA.

Note that
AetA = etAA.

Given some open subset A of Rn, a vector field X on A
is a function X : A ! Rn, which assigns to every point
p 2 A a vector X(p) 2 Rn.

Usually, we assume that X is at least C1 function on A.



100 CHAPTER 2. INTRODUCTION TO MANIFOLDS AND LIE GROUPS

For example, if f : A ! R is a C1 function, then its
gradient defines a vector field X ; namely, p 7! grad f (p).

If f is C2, then its second partials commute; that is,

@2f

@xi@xj
(p) =

@2f

@xj@xi
(p), 1  i, j  n,

so this vector field X = (X
1

, . . . , Xn) has a very special
property:

@Xi

@xj
=
@Xj

@xi
, 1  i, j  n.

This is a necessary condition for a vector field to be the
gradient of some function, but not a su�cient condition
in general.
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The existence of such a function depends on the topolog-
ical shape of the domain A.

Understanding what are su�cient conditions to answer
the above question led to the development of di↵erential
forms and cohomology.

Definition 2.8. Given a vector field X : A ! Rn, for
any point p

0

2 A, a C1 curve � : (�✏, ✏) ! Rn (with
✏ > 0) is an integral curve for X with initial condition
p

0

if �(0) = p
0

, and

�0(t) = X(�(t)) for all t 2 (�✏, ✏).

Thus, an integral curve has the property that for every
time t 2 (�✏, ✏), the tangent vector �0(t) to the curve �
at the point �(t) coincides with the vector X(�(t)) given
by the vector field at the point �(t).
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Definition 2.9. Given a C1 vector field X : A ! Rn,
for any point p

0

2 A, a local flow for X at p
0

is a
function

' : J ⇥ U ! Rn,

where J ✓ R is an open interval containing 0 and U is an
open subset of A containing p

0

, so that for every p 2 U ,
the curve t 7! '(t, p) is an integral curve of X with initial
condition p.

The theory of ODE tells us that if X is C1, then for every
p

0

2 A, there is a pair (J, U) as above such that there is
a unique C1 local flow ' : J ⇥ U ! Rn for X at p

0

.

Let us now consider the special class of vector fields in-
duced by matrices in Mn(R).
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For any matrix A 2 Mn(R), let XA be the vector field
given by

XA(p) = Ap for all p 2 Rn.

Such vector fields are obviously C1 (in fact, C1).

The vector field induced by the matrix

A =

✓
0 �1
1 0

◆

is shown in Figure 2.1. Integral curves are circles of center
(0, 0).

Figure 2.1: A vector field in R2
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Then, it turns out that the local flows of XA are global,
in the sense that J = R and U = Rn, and that they are
given by the matrix exponential.

Proposition 2.18. For any matrix A 2 Mn(R), for
any p

0

2 Rn, there is a unique local flow ' : R⇥Rn !
Rn for the vector field XA given by

'(t, p) = etAp,

for all t 2 R and all p 2 Rn.

For t fixed, the map �t : p 7! etAp is a smooth di↵eomor-
phism of Rn (with inverse given by e�tA).

We can think of �t as the map which, given any p, moves
p along the integral curve �p from p to �p(t) = etAp.
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For the vector field of Figure 2.1, each �t is the rotation

etA =

✓
cos t � sin t
sin t cos t

◆
.

The map � : R ! Di↵(Rn) is a group homomorphism,
because

�s � �t = �s+t for all s, t 2 R.

Observe that �t(p) = '(t, p).
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If we hold p fixed, we obtain the integral curve with initial
condition p, which is also called a flow line of the local
flow.

If we hold t fixed, we obtain a smooth di↵eomorphism
of Rn. The family {�t}t2R is called the 1-parameter
group generated by XA, and � is called the (global) flow
generated by XA.

In the case of 2 ⇥ 2 matrices, it is possible to describe
explicitly the shape of all integral curves; see Rossmann
[33] (Section 1.1).
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2.4 The Adjoint Representations Ad and ad

Given any two vector spaces E and F , recall that the
vector space of all linear maps from E to F is denoted by
Hom(E, F ).

The vector space of all invertible linear maps from E to
itself is a group denoted GL(E).

When E = Rn, we often denote GL(Rn) by GL(n,R)
(and if E = Cn, we often denote GL(Cn) by GL(n,C)).

The vector space Mn(R) of all n ⇥ n matrices is also
denoted by gl(n,R) (and Mn(C) by gl(n,C)).

Then, GL(gl(n,R)) is the vector space of all invertible
linear maps from gl(n,R) = Mn(R) to itself.
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For any matrix A 2 MA(R) (or A 2 MA(C)), define the
maps LA : Mn(R) ! Mn(R) and RA : Mn(R) ! Mn(R)
by

LA(B) = AB, RA(B) = BA, for all B 2 Mn(R).

Observe that LA � RB = RB � LA for all A, B 2 Mn(R).

For any matrix A 2 GL(n,R), let

AdA : Mn(R) ! Mn(R) (conjugation by A)

be given by

AdA(B) = ABA�1 for all B 2 Mn(R).

Observe that AdA = LA � RA�1

and that AdA is an
invertible linear map with inverse AdA�1

.
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The restriction ofAdA to invertible matricesB 2 GL(n,R)
yields the map

AdA : GL(n,R) ! GL(n,R)

also given by

AdA(B) = ABA�1 for all B 2 GL(n,R).

This time, observe that AdA is a group homomorphism
(with respect to multiplication), since

AdA(BC) = ABCA�1

= ABA�1ACA�1 = AdA(B)AdA(C).

In fact, AdA is a group isomorphism (because its inverse
is AdA�1

).
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Beware that AdA is not a linear map on GL(n,R) be-
cause GL(n,R) is not a vector space!

However, GL(n,R) is an open subset of Mn(R), because
it is the complement of the set of singular matrices

{A 2 Mn(R) | det(A) = 0},

a closed set, since it is the inverse image of the closed set
{0} by the determinant function, which is continuous.
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Since GL(n,R) is an open subset of Mn(R), for every
B 2 GL(n,R), there is an open ballB(B, ⌘) ✓ GL(n,R)
such that B + X 2 B(B, ⌘) for all X 2 Mn(R) with
kXk < ⌘, so AdA(B + X) is well defined and

AdA(B + X) � AdA(B)

= A(B + X)A�1 � ABA�1 = AXA�1,

which shows that d(AdA)B exists and is given by

d(AdA)B(X) = AXA�1, for all X 2 Mn(R).
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In particular, for B = I , we see that the derivative
d(AdA)I ofAdA at I is a linear map of gl(n,R) = Mn(R)
denoted by Ad(A) or AdA (or AdA), and given by

AdA(X) = AXA�1 for all X 2 gl(n,R).

The inverse of AdA is AdA�1

, so AdA 2 GL(gl(n,R)).

Note that
AdAB = AdA � AdB,

so the map A 7! AdA is a group homomorphism denoted

Ad: GL(n,R) ! GL(gl(n,R)).

The homomorphism Ad is called the adjoint representa-
tion of GL(n,R).

We also would like to compute the derivative d(Ad)I of
Ad at I .
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For all X, Y 2 Mn(R), with kXk small enough we have
I + X 2 GL(n,R), and

AdI+X(Y ) � AdI(Y ) � (XY � Y X)

= (Y X2 � XY X)(I + X)�1.

Then, if we let

✏(X, Y ) =
(Y X2 � XY X)(I + X)�1

kXk ,

we proved that for kXk small enough

AdI+X(Y ) � AdI(Y ) = (XY � Y X) + ✏(X, Y ) kXk ,

with k✏(X, Y )k  2 kXk kY k
��(I + X)�1

��, and with
✏(X, Y ) linear in Y .
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Let adX : gl(n,R) ! gl(n,R) be the linear map given by

adX(Y ) = XY � Y X = [X, Y ],

and ad be the linear map

ad: gl(n,R) ! Hom(gl(n,R), gl(n,R))

given by

ad(X) = adX.

We also define ✏X : gl(n,R) ! gl(n,R) as the linear map
given by

✏X(Y ) = ✏(X, Y ).

If k✏Xk is the operator norm of ✏X , we have

k✏Xk = max
kY k=1

k✏(X, Y )k  2 kXk
��(I + X)�1

�� .
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Then, the equation

AdI+X(Y ) � AdI(Y ) = (XY � Y X) + ✏(X, Y ) kXk ,

which holds for all Y , yields

AdI+X � AdI = adX + ✏X kXk ,

and because k✏Xk  2 kXk
��(I + X)�1

��, we have
limX 7!0

✏X = 0, which shows that d(Ad)I(X) = adX ;
that is,

d(Ad)I = ad.

The notation ad(X) (or adX) is also used instead adX .
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The map ad is a linear map

ad: gl(n,R) ! Hom(gl(n,R), gl(n,R))

called the adjoint representation of gl(n,R).

One will check that

ad([X, Y ]) = ad(X)ad(Y ) � ad(Y )ad(X)

= [ad(X), ad(Y )],

the Lie bracket on linear maps on gl(n,R).
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This means that ad is a Lie algebra homomorphism. It
can be checked that this property is equivalent to the
following identity known as the Jacobi identity :

[X, [Y, Z]] + [Z, [X, Y ]] + [Y, [Z, X ]] = 0,

for all X, Y, Z 2 gl(n,R).

Note that
adX = LX � RX.

Finally, we prove a formula relating Ad and ad through
the exponential.



118 CHAPTER 2. INTRODUCTION TO MANIFOLDS AND LIE GROUPS

Proposition 2.19. For any X 2 Mn(R) = gl(n,R),
we have

AdeX = eadX =
1X

k=0

(adX)k

k!
;

that is,

eXY e�X = eadXY

= Y + [X, Y ] +
1

2!
[X, [X, Y ]] +

1

3!
[X, [X, [X, Y ]]]

+ · · ·
for all X, Y 2 Mn(R)

It is also possible to find a formula for the derivative
d expA of the exponential map at A, but this is a bit
tricky.
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It can be shown that

d(exp)A = eA
1X

k=0

(�1)k

(k + 1)!
(adA)

k,

so

d(exp)A(B) = eA

✓
B � 1

2!
[A, B] +

1

3!
[A, [A, B]]

� 1

4!
[A, [A, [A, B]]] + · · ·

◆
.
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It is customary to write

id � e�adA

adA

for the power series

1X

k=0

(�1)k

(k + 1)!
(adA)

k,

and the formula for the derivative of exp is usually stated
as

d(exp)A = eA

✓
id � e�adA

adA

◆
.
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The formula for the exponential tells us when the deriva-
tive d(exp)A is invertible.

Indeed, it is easy to see that if the eigenvalues of the ma-
trix X are �

1

, . . . ,�n, then the eigenvalues of the matrix

id � e�X

X
=

1X

k=0

(�1)k

(k + 1)!
Xk

are
1 � e��j

�j
if �j 6= 0, and 1 if �j = 0.

It follows that the matrix id�e�X

X is invertible i↵ no �j if of
the form k2⇡i for some k 2 Z, so d(exp)A is invertible i↵
no eigenvalue of adA is of the form k2⇡i for some k 2 Z.
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However, it can also be shown that if the eigenvalues of A
are �

1

, . . . ,�n, then the eigenvalues of adA are the �i��j,
with 1  i, j  n.

In conclusion, d(exp)A is invertible i↵ for all i, j we have

�i � �j 6= k2⇡i, k 2 Z. (⇤)

This suggests defining the following subset E(n) of Mn(R).

The set E(n) consists of all matrices A 2 Mn(R) whose
eigenvalue � + iµ of A (�, µ 2 R) lie in the horizontal
strip determined by the condition �⇡ < µ < ⇡.

Then, it is clear that the matrices in E(n) satisfy the
condition (⇤), so d(exp)A is invertible for all A 2 E(n).

By the inverse function theorem, the exponential map is
a local di↵eomorphism between E(n) and exp(E(n)).
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Remarkably, more is true: the exponential map is di↵eo-
morphism between E(n) and exp(E(n)) (in particular, it
is a bijection).

This takes quite a bit of work to be proved. For example,
see Mnemné and Testard [28]. We have the following
result.

Theorem 2.20. The restriction of the exponential
map to E(n) is a di↵eomorphism of E(n) onto its im-
age exp(E(n)). Furthermore, exp(E(n)) consists of all
invertible matrices that have no real negative eigenval-
ues; it is an open subset of GL(n,R); it contains the
open ball B(I, 1) = {A 2 GL(n,R) | kA � Ik < 1},
for every matrix norm k k on n ⇥ n matrices.

Theorem 2.20 has some practical applications because
there are algorithms for finding a real log of a matrix
with no real negative eigenvalues; for more on applica-
tions of Theorem 2.20 to medical imaging, see Chapter
??.
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2.5 Manifolds, Lie Groups, and Lie Algebras, the “Baby
Case”

In this section we define precisely embedded submani-
folds , matrix Lie groups , and their Lie algebras .

One of the reasons that Lie groups are nice is that they
have a di↵erential structure, which means that the no-
tion of tangent space makes sense at any point of the
group.

Furthermore, the tangent space at the identity happens
to have some algebraic structure, that of a Lie algebra .

Roughly, the tangent space at the identity provides a “lin-
earization” of the Lie group, and it turns out that many
properties of a Lie group are reflected in its Lie algebra.
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Fortunately, most of the Lie groups that we need to con-
sider are subspaces of RN for some su�ciently large N .

In fact, they are all isomorphic to subgroups ofGL(N,R)
for some suitable N , even SE(n), which is isomorphic to
a subgroup of SL(n + 1).

Such groups are called linear Lie groups (or matrix
groups).

Since the groups under consideration are subspaces ofRN ,
we do not need immediately the definition of an abstract
manifold.

We just have to define embedded submanifolds (also
called submanifolds) of RN (in the case of GL(n,R),
N = n2).
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In general, the di�cult part in proving that a subgroup of
GL(n,R) is a Lie group is to prove that it is a manifold.

Fortunately, there is simple a characterization of the lin-
ear groups.

This characterization rests on two theorems. First, a Lie
subgroup H of a Lie group G (where H is an embedded
submanifold of G) is closed in G.

Second, a theorem of Von Neumann and Cartan asserts
that a closed subgroup of GL(n,R) is an embedded sub-
manifold, and thus, a Lie group.

Thus, a linear Lie group is a closed subgroup of
GL(n,R).
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A small annoying technical arises in our approach, the
problem with discrete subgroups .

If A is a subset of RN , recall that A inherits a topology
from RN called the subspace topology , and defined such
that a subset V of A is open if

V = A \ U

for some open subset U of RN .

A point a 2 A is said to be isolated if there is some open
subset U of RN such that

{a} = A \ U,

in other words, if {a} is an open set in A.
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The group GL(n,R) of real invertible n ⇥ n matrices
can be viewed as a subset of Rn2

, and as such, it is a
topological space under the subspace topology (in fact, a
dense open subset of Rn2

).

One can easily check that multiplication and the inverse
operation are continuous, and in fact smooth (i.e., C1-
continuously di↵erentiable).

This makes GL(n,R) a topological group.

Any subgroup G of GL(n,R) is also a topological space
under the subspace topology.
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A subgroup G is called a discrete subgroup if it has some
isolated point.

This turns out to be equivalent to the fact that every
point of G is isolated , and thus, G has the discrete
topology (every subset of G is open).

Now, because GL(n,R) is a topological group, it can
be shown that every discrete subgroup of GL(n,R) is
closed , and in fact countable.

Thus, discrete subgroups of GL(n,R) are Lie groups!

But these are not very interesting Lie groups so we will
consider only closed subgroups of GL(n,R) that are not
discrete.
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We wish to define embedded submanifolds in RN .

For the sake of brevity, we use the terminology manifold
(but other authors would say embedded submanifold , or
something like that).

The intuition behind the notion of a smooth manifold in
RN is that a subspace M is a manifold of dimension m if
every point p 2 M is contained in some open subset U of
M (in the subspace topology) that can be parametrized
by some function ' : ⌦ ! U from some open subset ⌦
of the origin in Rm, and that ' has some nice properties
that allow:

(1) The definition of smooth functions on M and

(2) The definition of the tangent space at p.

For this, ' has to be at least a homeomorphism, but more
is needed: ' must be smooth, and the derivative '0(0m)
at the origin must be injective (letting 0m = (0, . . . , 0)| {z }

m

).
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Manifolds

Computational Manifolds and Applications (CMA) - 2011, IMPA, Rio de Janeiro, RJ, Brazil 3

Submanifolds embedded in RN

EN

U

p

t0�

Em

�

M

The function
� : � ! U

is called a (local) parametrization of M at p. If 0m 2 � and �(0m) = p, we say that � is
centered at p.

Figure 2.2: A manifold in RN

Definition 2.10. Given any integers N, m, with
N � m � 1, an m-dimensional smooth manifold in
RN , for short a manifold , is a nonempty subset M of
RN such that for every point p 2 M there are two open
subsets ⌦ ✓ Rm and U ✓ M , with p 2 U , and a smooth
function ' : ⌦ ! RN such that ' is a homeomorphism
between ⌦ and U = '(⌦), and '0(t

0

) is injective, where
t
0

= '�1(p).

The function ' : ⌦ ! U is called a (local) parametriza-
tion of M at p. If 0m 2 ⌦ and '(0m) = p, we say that
' : ⌦ ! U is centered at p.
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Recall that M ✓ RN is a topological space under the
subspace topology, and U is some open subset of M in
the subspace topology, which means that U = M \ W
for some open subset W of RN .

Since ' : ⌦ ! U is a homeomorphism, it has an inverse
'�1 : U ! ⌦ that is also a homeomorphism, called a
(local) chart .

Since ⌦ ✓ Rm, for every p 2 M and every parametriza-
tion ' : ⌦ ! U of M at p, we have '�1(p) = (z

1

, . . . , zm)
for some zi 2 R, and we call z

1

, . . . , zm the local coordi-
nates of p (w.r.t. '�1).
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We often refer to a manifold M without explicitly speci-
fying its dimension (the integer m).

Intuitively, a chart provides a “flattened” local map of a
region on a manifold.

Remark: We could allow m = 0 in definition 2.10. If so,
a manifold of dimension 0 is just a set of isolated points,
and thus it has the discrete topology.

In fact, it can be shown that a discrete subset of RN is
countable. Such manifolds are not very exciting, but they
do correspond to discrete subgroups.
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Example 2.3. The unit sphere S2 in R3 defined such
that

S2 =
�
(x, y, z) 2 R3 | x2 + y2 + z2 = 1

 

is a smooth 2-manifold, because it can be parametrized
using the following two maps '

1

and '
2

:

'
1

: (u, v) 7!
✓

2u

u2 + v2 + 1
,

2v

u2 + v2 + 1
,
u2 + v2 � 1

u2 + v2 + 1

◆

and

'
2

: (u, v) 7!
✓

2u

u2 + v2 + 1
,

2v

u2 + v2 + 1
,
1 � u2 � v2

u2 + v2 + 1

◆
.
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The map '
1

corresponds to the inverse of the stereo-
graphic projection from the north pole N = (0, 0, 1) onto
the plane z = 0, and the map '

2

corresponds to the in-
verse of the stereographic projection from the south pole
S = (0, 0, �1) onto the plane z = 0, as illustrated in
Figure 2.3.

The reader should check that the map '
1

parametrizes
S2 � {N} and that the map '

2

parametrizes S2 � {S}
(and that they are smooth, homeomorphisms, etc.).

Using '
1

, the open lower hemisphere is parametrized by
the open disk of center O and radius 1 contained in the
plane z = 0.

The chart '�1

1

assigns local coordinates to the points in
the open lower hemisphere.
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1

O

N

S

'1(u, v)

'2(u, v)

(u, v)

z = 0

Figure 2.3: Inverse stereographic projections

We urge our readers to define a manifold structure on a
torus. This can be done using four charts.

Every open subset of RN is a manifold in a trivial way.
Indeed, we can use the inclusion map as a parametriza-
tion.
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In particular, GL(n,R) is an open subset of Rn2

, since
its complement is closed (the set of invertible matrices is
the inverse image of the determinant function, which is
continuous).

Thus,GL(n,R) is a manifold. We can viewGL(n,C) as
a subset of R(2n)

2

using the embedding defined as follows:

For every complex n ⇥ n matrix A, construct the real
2n ⇥ 2n matrix such that every entry a + ib in A is
replaced by the 2 ⇥ 2 block

✓
a �b
b a

◆

where a, b 2 R.

It is immediately verified that this map is in fact a group
isomorphism.
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Thus, we can viewGL(n,C) as a subgroup ofGL(2n,R),
and as a manifold in R(2n)

2

.

A 1-manifold is called a (smooth) curve , and a 2-manifold
is called a (smooth) surface (although some authors re-
quire that they also be connected).

The following two lemmas provide the link with the defi-
nition of an abstract manifold.

Lemma 2.21. Given an m-dimensional manifold M
in RN , for every p 2 M there are two open sets
O, W ✓ RN with 0N 2 O and p 2 M \ W , and a
smooth di↵eomorphism ' : O ! W , such that
'(0N) = p and

'(O \ (Rm ⇥ {0N�m})) = M \ W.
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The next lemma is easily shown from Lemma 2.21. It
is a key technical result used to show that interesting
properties of maps between manifolds do not depend on
parametrizations.

Lemma 2.22. Given an m-dimensional manifold M
in RN , for every p 2 M and any two parametrizations
'

1

: ⌦
1

! U
1

and '
2

: ⌦
2

! U
2

of M at p, if U
1

\U
2

6=
;, the map '�1

2

� '
1

: '�1

1

(U
1

\ U
2

) ! '�1

2

(U
1

\ U
2

) is
a smooth di↵eomorphism.

The maps '�1

2

� '
1

: '�1

1

(U
1

\ U
2

) ! '�1

2

(U
1

\ U
2

) are
called transition maps .

Lemma 2.22 is illustrated in Figure 2.4.
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1

U1

U2

⌦1

⌦2

U1 \ U2'�1
2 � '1

'1

'2

'�1
1 (U1 \ U2)

'�1
2 (U1 \ U2)

Figure 2.4: Parametrizations and transition functions

Using Definition 2.10, it may be quite hard to prove that
a space is a manifold. Therefore, it is handy to have
alternate characterizations such as those given in the next
Proposition:
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Proposition 2.23. A subset, M ✓ Rm+k, is an m-
dimensional manifold i↵ either

(1) For every p 2 M , there is some open subset, W ✓
Rm+k, with p 2 W and a (smooth) submersion,
f : W ! Rk, so that W \ M = f�1(0),
or

(2) For every p 2 M , there is some open subset, W ✓
Rm+k, with p 2 W and a (smooth) map,
f : W ! Rk, so that f 0(p) is surjective and
W \ M = f�1(0).
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Observe that condition (2), although apparently weaker
than condition (1), is in fact equivalent to it, but more
convenient in practice.

This is because to say that f 0(p) is surjective means that
the Jacobian matrix of f 0(p) has rank k, which means
that some determinant is nonzero, and because the de-
terminant function is continuous this must hold in some
open subset W

1

✓ W containing p.

Consequently, the restriction, f
1

, of f to W
1

is indeed a
submersion and

f�1

1

(0) = W
1

\ f�1(0) = W
1

\ W \ M = W
1

\ M.

The proof is based on two technical lemmas that are
proved using the inverse function theorem.
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Lemma 2.24. Let U ✓ Rm be an open subset of Rm

and pick some a 2 U . If f : U ! Rn is a smooth
immersion at a, i.e., dfa is injective (so, m  n),
then there is an open set, V ✓ Rn, with f (a) 2 V ,
an open subset, U 0 ✓ U , with a 2 U 0 and f (U 0) ✓ V ,
an open subset O ✓ Rn�m, and a di↵eomorphism,
✓ : V ! U 0 ⇥ O, so that

✓(f (x
1

, . . . , xm)) = (x
1

, . . . , xm, 0, . . . , 0),

for all (x
1

, . . . , xm) 2 U 0.

Lemma 2.25. Let W ✓ Rm be an open subset of Rm

and pick some a 2 W . If f : W ! Rn is a smooth
submersion at a, i.e., dfa is surjective (so, m � n),
then there is an open set, V ✓ W ✓ Rm, with a 2 V ,
and a di↵eomorphism,  , with domain O ✓ Rm, so
that  (O) = V and

f ( (x
1

, . . . , xm)) = (x
1

, . . . , xn),

for all (x
1

, . . . , xm) 2 O.
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Theorem 2.26. A nonempty subset, M ✓ RN , is an
m-manifold (with 1  m  N) i↵ any of the following
conditions hold:

(1) For every p 2 M , there are two open subsets ⌦ ✓
Rm and U ✓ M , with p 2 U , and a smooth func-
tion ' : ⌦ ! RN such that ' is a homeomorphism
between ⌦ and U = '(⌦), and '0(0) is injective,
where p = '(0).

(2) For every p 2 M , there are two open sets O, W ✓
RN with 0N 2 O and p 2 M \ W , and a smooth
di↵eomorphism ' : O ! W , such that '(0N) = p
and

'(O \ (Rm ⇥ {0N�m})) = M \ W.

(3) For every p 2 M , there is some open subset, W ✓
RN , with p 2 W and a smooth submersion
f : W ! RN�m, so that W \ M = f�1(0).
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(4) For every p 2 M , there is some open subset, W ✓
RN , and N � m smooth functions, fi : W ! R,
so that the linear forms df

1

(p), . . . , dfN�m(p) are
linearly independent and

W \ M = f�1

1

(0) \ · · · \ f�1

N�m(0).

Condition (4) says that locally (that is, in a small open
set of M containing p 2 M), M is “cut out” by N � m
smooth functions, fi : W ! R, in the sense that the
portion of the manifold M \ W is the intersection of
the N � m hypersurfaces, f�1

i (0), (the zero-level sets of
the fi) and that this intersection is “clean”, which means
that the linear forms df

1

(p), . . . , dfN�m(p) are linearly
independent.
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As an illustration of Theorem 2.26, the sphere

Sn = {x 2 Rn+1 | kxk2

2

� 1 = 0}
is an n-dimensional manifold in Rn+1.

Indeed, the map f : Rn+1 ! R given by f (x) = kxk2

2

�1
is a submersion, since

df (x)(y) = 2
n+1X

k=1

xkyk.

The rotation group, SO(n), is an n(n�1)

2

-dimensional

manifold in Rn2

.

Indeed, GL+(n) is an open subset of Rn2

(recall,
GL+(n) = {A 2 GL(n) | det(A) > 0}) and if f is
defined by

f (A) = A>A � I,

where A 2 GL+(n), then f (A) is symmetric, so

f (A) 2 S(n) = R
n(n+1)

2 .
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We showed earlier that

df (A)(H) = A>H + H>A.

But then, df (A) is surjective for all A 2 SO(n), because
if S is any symmetric matrix, we see that

df (A)

✓
AS

2

◆
= S.

As SO(n) = f�1(0), we conclude that SO(n) is indeed
a manifold.

A similar argument proves that O(n) is an
n(n�1)

2

-dimensional manifold.

Using the map, f : GL(n) ! R, given by A 7! det(A),
we can prove that SL(n) is a manifold of dimension n2�1.

Remark: We have df (A)(B) = det(A)tr(A�1B), for
every A 2 GL(n).
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A class of manifolds generalizing the spheres and the or-
thogonal groups are the Stiefel manifolds .

For any n � 1 and any k with 1  k  n, let S(k, n) be
the set of all orthonormal k-frames ; that is, of k-tuples
of orthonormal vectors (u

1

, . . . , uk) with ui 2 Rn.

Obviously S(1, n) = Sn�1, and S(n, n) = O(n).

Every orthonomal k-frame (u
1

, . . . , uk) can be represented
by an n⇥k matrix Y over the canonical basis of Rn, and
such a matrix Y satisfies the equation

Y >Y = I.

Thus, S(k, n) can be viewed as a subspace of Mn,k. We
claim that S(k, n) is a manifold.

Let W = {A 2 Mn,k | det(A>A) > 0}, an open subset
of Mn,k such that S(k, n) ✓ W .
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Generalizing the situation involving SO(n), define the
function f : W ! S(k) by

f (A) = A>A � I.

Basically the same computation as in the case of SO(n)
yields

df (A)(H) = A>H + H>A.

The proof that df (A) is surjective for all A 2 S(k, n) is
the same as before, because only the equation A>A = I
is needed.

As S(k, n) = f�1(0), we conclude that S(k, n) is a smooth
manifold of dimension

nk � k(k + 1)

2
= k(n � k) +

k(k � 1)

2
.
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The third characterization of Theorem 2.26 suggests the
following definition.

Definition 2.11. Let f : Rm+k ! Rk be a smooth func-
tion. A point, p 2 Rm+k, is called a critical point (of
f) i↵ dfp is not surjective and a point q 2 Rk is called a
critical value (of f) i↵ q = f (p), for some critical point,
p 2 Rm+k.

A point p 2 Rm+k is a regular point (of f) i↵ p is not
critical, i.e., dfp is surjective, and a point q 2 Rk is a
regular value (of f) i↵ it is not a critical value.

In particular, any q 2 Rk � f (Rm+k) is a regular value
and q 2 f (Rm+k) is a regular value i↵ every p 2 f�1(q)
is a regular point (but, in contrast, q is a critical value i↵
some p 2 f�1(q) is critical).
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Part (3) of Theorem 2.26 implies the following useful
proposition:

Proposition 2.27. Given any smooth function,
f : Rm+k ! Rk, for every regular value, q 2 f (Rm+k),
the preimage, Z = f�1(q), is a manifold of dimension
m.

Definition 2.11 and Proposition 2.27 can be generalized
to manifolds

Regular and critical values of smooth maps play an im-
portant role in di↵erential topology.

Firstly, given a smooth map, f : Rm+k ! Rk, almost
every point of Rk is a regular value of f .

To make this statement precise, one needs the notion of
a set of measure zero.
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Then, Sard’s theorem says that the set of critical values
of a smooth map has measure zero.

Secondly, if we consider smooth functions, f : Rm+1 ! R,
a point p 2 Rm+1 is critical i↵ dfp = 0.

Then, we can use second order derivatives to further clas-
sify critical points. The Hessian matrix of f (at p) is
the matrix of second-order partials

Hf(p) =

✓
@2f

@xi@xj
(p)

◆

and a critical point p is a nondegenerate critical point
if Hf(p) is a nonsingular matrix.
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The remarkable fact is that, at a nondegenerate critical
point, p, the local behavior of f is completely determined,
in the sense that after a suitable change of coordinates
(given by a smooth di↵eomorphism)

f (x) = f (p) � x2

1

� · · · � x2

� + x2

�+1

+ · · · + x2

m+1

near p, where � called the index of f at p is an integer
which depends only on p (in fact, � is the number of
negative eigenvalues of Hf(p)).

This result is known as Morse lemma (after Marston
Morse, 1892-1977).

Smooth functions whose critical points are all nondegen-
erate are called Morse functions .

It turns out that every smooth function, f : Rm+1 ! R,
gives rise to a large supply of Morse functions by adding
a linear function to it.
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More precisely, the set of a 2 Rm+1 for which the function
fa given by

fa(x) = f (x) + a
1

x
1

+ · · · + am+1

xm+1

is not a Morse function has measure zero.

Morse functions can be used to study topological proper-
ties of manifolds.

In a sense to be made precise and under certain technical
conditions, a Morse function can be used to reconstuct
a manifold by attaching cells, up to homotopy equiv-
alence .

However, these results are way beyond the scope of these
notes.
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Let us now review the definitions of a smooth curve in a
manifold and the tangent vector at a point of a curve.

Definition 2.12. Let M be an m-dimensional manifold
in RN . A smooth curve � in M is any function � : I !
M where I is an open interval inR and such that for every
t 2 I , letting p = �(t), there is some parametrization
' : ⌦ ! U of M at p and some open interval ]t�✏, t+✏[✓
I such that the curve '�1�� : ]t�✏, t+✏[! Rm is smooth.

Using Lemma 2.22, it is easily shown that Definition 2.12
does not depend on the choice of the parametrization
' : ⌦ ! U at p.

Lemma 2.22 also implies that � viewed as a curve
� : I ! RN is smooth.
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1

��
(t)

�

p M

Figure 2.5: Tangent vector to a curve on a manifold

Then the tangent vector to the curve � : I ! RN at t,
denoted by �0(t), is the value of the derivative of � at t
(a vector in RN) computed as usual:

�0(t) = lim
h 7!0

�(t + h) � �(t)

h
.
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Given any point p 2 M , we will show that the set of
tangent vectors to all smooth curves in M through p is a
vector space isomorphic to the vector space Rm.

Given a smooth curve � : I ! M , for any t 2 I , letting
p = �(t), since M is a manifold, there is a parametriza-
tion ' : ⌦ ! U such that '(0m) = p 2 U and some open
interval J ✓ I with t 2 J and such that the function

'�1 � � : J ! Rm

is a smooth curve, since � is a smooth curve.

Letting ↵ = '�1 � �, the derivative ↵0(t) is well-defined,
and it is a vector in Rm.
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But ' � ↵ : J ! M is also a smooth curve, which agrees
with � on J , and by the chain rule,

�0(t) = '0(0m)(↵
0(t)),

since ↵(t) = 0m (because '(0m) = p and �(t) = p).

Observe that �0(t) is a vector in RN .

Now, for every vector v 2 Rm, the curve ↵ : J ! Rm

defined such that

↵(u) = (u � t)v

for all u 2 J is clearly smooth, and ↵0(t) = v.
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This shows that the set of tangent vectors at t to all
smooth curves (in Rm) passing through 0m is the entire
vector space Rm.

Since every smooth curve � : I ! M agrees with a curve
of the form ' � ↵ : J ! M for some smooth curve
↵ : J ! Rm (with J ✓ I) as explained above, and since
it is assumed that '0(0m) is injective, '0(0m) maps the
vector space Rm injectively to the set of tangent vectors
to � at p, as claimed.

All this is summarized in the following definition.
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Definition 2.13. Let M be an m-dimensional manifold
in RN . For every point p 2 M , the tangent space TpM
at p is the set of all vectors in RN of the form �0(0), where
� : I ! M is any smooth curve in M such that p = �(0).

The set TpM is a vector space isomorphic to Rm. Every
vector v 2 TpM is called a tangent vector to M at p.

We can now define Lie groups.

Definition 2.14. A Lie group is a nonempty subset G
of RN (N � 1) satisfying the following conditions:

(a) G is a group.

(b) G is a manifold in RN .

(c) The group operation · : G ⇥ G ! G and the inverse
map �1 : G ! G are smooth.

Actually, we haven’t defined yet what a smooth map be-
tween manifolds is (in clause (c)).
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This notion is explained in Definition 2.17, but we feel
that most readers will appreciate seeing the formal defi-
nition a Lie group, as early as possible.

It is immediately verified that GL(n,R) is a Lie group.
Since all the Lie groups that we are considering are sub-
groups of GL(n,R), the following definition is in order.

Definition 2.15.A linear Lie group is a subgroup G of
GL(n,R) (for some n � 1) which is a smooth manifold
in Rn2

.

Let Mn(R) denote the set of all real n ⇥ n matrices (in-
vertible or not). If we recall that the exponential map

exp : A 7! eA

is well defined on Mn(R), we have the following crucial
theorem due to Von Neumann and Cartan:
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Theorem 2.28. (Von Neumann and Cartan, 1927) A
nondiscrete closed subgroup G of GL(n,R) is a linear
Lie group. Furthermore, the set g defined such that

g = {X 2 Mn(R) | etX 2 G for all t 2 R}
is a nontrivial vector space equal to the tangent space
TIG at the identity I, and g is closed under the Lie
bracket [�, �] defined such that [A, B] = AB � BA
for all A, B 2 Mn(R).

Theorem 2.28 applies even when G is a discrete subgroup,
but in this case, g is trivial (i.e., g = {0}).

For example, the set of nonzero reals R⇤ = R � {0} =
GL(1,R) is a Lie group under multiplication, and the
subgroup

H = {2n | n 2 Z}
is a discrete subgroup of R⇤. Thus, H is a Lie group.

On the other hand, the set Q⇤ = Q � {0} of nonzero
rational numbers is a multiplicative subgroup of R⇤, but
it is not closed, since Q is dense in R.
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If G is closed and not discrete, we must have m � 1, and
g has dimension m.

The first step to prove Theorem 2.28 is this:

Proposition 2.29. Given any closed subgroup G in
GL(n,R), the set

g = {X 2 Mn(R) | X = �0(0), � : J ! G

is a C1 curve in Mn(R) such that �(0) = I}
satisfies the following properties:

(1) g is a vector subspace of Mn(R).

(2) For every X 2 Mn(R), we have X 2 g i↵ etX 2 G
for all t 2 R.

(3) For every X 2 g and for every g 2 G, we have
gXg�1 2 g.

(4) g is closed under the Lie bracket.

The second step to prove Theorem 2.28 is this:
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Proposition 2.30. Let G be a subgroup of GL(n,R),
and assume that G is closed and not discrete. Then,
dim(g) � 1, and the exponential map is a di↵eomor-
phism of a neighborhood of 0 in g onto a neighborhood
of I in G. Furthermore, there is an open subset ⌦ ✓
Mn(R) with 0n,n 2 ⌦, an open subset W ✓ GL(n,R)
with I 2 W , and a di↵eomorphism � : ⌦ ! W such
that

�(⌦ \ g) = W \ G.

With the help of Theorem 2.28 it is now very easy to prove
that SL(n), O(n), SO(n), SL(n,C), U(n), and SU(n)
are Lie groups. It su�ces to show that these subgroups
of GL(n,R) are closed.

We can also prove that SE(n) is a Lie group as follows.
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Recall that we can view every element of SE(n) as a real
(n + 1) ⇥ (n + 1) matrix

✓
R U
0 1

◆

where R 2 SO(n) and U 2 Rn.

In fact, such matrices belong to SL(n + 1).

This embedding of SE(n) into SL(n + 1) is a group ho-
momorphism, since the group operation on SE(n) corre-
sponds to multiplication in SL(n + 1):

✓
RS RV + U
0 1

◆
=

✓
R U
0 1

◆✓
S V
0 1

◆
.

Note that the inverse is given by
✓

R�1 �R�1U
0 1

◆
=

✓
R> �R>U
0 1

◆
.
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Also note that the embedding shows that as a manifold,
SE(n) is di↵eomorphic to SO(n)⇥Rn (given a manifold
M

1

of dimension m
1

and a manifold M
2

of dimension
m

2

, the product M
1

⇥ M
2

can be given the structure of
a manifold of dimension m

1

+ m
2

in a natural way).

Thus, SE(n) is a Lie group with underlying manifold
SO(n) ⇥ Rn, and in fact, a subgroup of SL(n + 1).

� Even though SE(n) is di↵eomorphic to SO(n)⇥Rn

as a manifold, it is not isomorphic to SO(n) ⇥ Rn

as a group, because the group multiplication on SE(n) is
not the multiplication on SO(n) ⇥ Rn. Instead, SE(n)
is a semidirect product of SO(n) by Rn.

Returning to Theorem 2.28, the vector space g is called
the Lie algebra of the Lie group G.

Lie algebras are defined as follows.
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Definition 2.16.A (real) Lie algebra A is a real vector
space together with a bilinear map [·, ·] : A ⇥ A ! A
called the Lie bracket on A such that the following two
identities hold for all a, b, c 2 A:

[a, a] = 0,

and the so-called Jacobi identity

[a, [b, c]] + [c, [a, b]] + [b, [c, a]] = 0.

It is immediately verified that [b, a] = �[a, b].

In view of Theorem 2.28, the vector space g = TIG associ-
ated with a Lie group G is indeed a Lie algebra. Further-
more, the exponential map exp : g ! G is well-defined.
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In general, exp is neither injective nor surjective, as we
observed earlier.

Theorem 2.28 also provides a kind of recipe for “comput-
ing” the Lie algebra g = TIG of a Lie group G.

Indeed, g is the tangent space to G at I , and thus we can
use curves to compute tangent vectors.

Actually, for every X 2 TIG, the map

�X : t 7! etX

is a smooth curve in G, and it is easily shown that
�0

X(0) = X . Thus, we can use these curves.

As an illustration, we show that the Lie algebras of SL(n)
and SO(n) are the matrices with null trace and the skew
symmetric matrices.
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Let t 7! R(t) be a smooth curve in SL(n) such that
R(0) = I . We have det(R(t)) = 1 for all t 2] � ✏, ✏ [.

Using the chain rule, we can compute the derivative of
the function

t 7! det(R(t))

at t = 0, and we get

det0I(R
0(0)) = 0.

It is an easy exercise to prove that

det0I(X) = tr(X),

and thus tr(R0(0)) = 0, which says that the tangent vec-
tor X = R0(0) has null trace.
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Another proof consists in observing that X 2 sl(n,R) i↵

det(etX) = 1

for all t 2 R. Since det(etX) = etr(tX), for t = 1, we get
tr(X) = 0, as claimed.

Clearly, sl(n,R) has dimension n2 � 1.

Let t 7! R(t) be a smooth curve in SO(n) such that
R(0) = I . Since each R(t) is orthogonal, we have

R(t)R(t)> = I

for all t 2] � ✏, ✏ [.

Taking the derivative at t = 0, we get

R0(0)R(0)> + R(0)R0(0)> = 0,

but since R(0) = I = R(0)>, we get

R0(0) + R0(0)> = 0,

which says that the tangent vector X = R0(0) is skew
symmetric.
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Since the diagonal elements of a skew symmetric matrix
are null, the trace is automatically null, and the condition
det(R) = 1 yields nothing new.

This shows that o(n) = so(n). It is easily shown that
so(n) has dimension n(n � 1)/2.

As a concrete example, the Lie algebra so(3) of SO(3)
is the real vector space consisting of all 3 ⇥ 3 real skew
symmetric matrices. Every such matrix is of the form

0

@
0 �d c
d 0 �b

�c b 0

1

A

where b, c, d 2 R.

The Lie bracket [A, B] in so(3) is also given by the usual
commutator, [A, B] = AB � BA.
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We can define an isomorphism of Lie algebras
 : (R3, ⇥) ! so(3) by the formula

 (b, c, d) =

0

@
0 �d c
d 0 �b

�c b 0

1

A .

It is indeed easy to verify that

 (u ⇥ v) = [ (u),  (v)].

It is also easily verified that for any two vectors
u = (b, c, d) and v = (b0, c0, d0) in R3,

 (u)(v) = u ⇥ v.

In robotics and in computer vision,  (u) is often denoted
by u⇥.
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The exponential map exp : so(3) ! SO(3) is given by
Rodrigues’s formula (see Lemma 1.12):

eA = cos ✓ I
3

+
sin ✓

✓
A +

(1 � cos ✓)

✓2

B,

or equivalently by

eA = I
3

+
sin ✓

✓
A +

(1 � cos ✓)

✓2

A2

if ✓ 6= 0, where

A =

0

@
0 �d c
d 0 �b

�c b 0

1

A ,

✓ =
p

b2 + c2 + d2, B = A2 + ✓2I
3

, and with e0

3 = I
3

.
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Using the above methods, it is easy to verify that the Lie
algebras gl(n,R), sl(n,R), o(n), and so(n), are respec-
tively Mn(R), the set of matrices with null trace, and the
set of skew symmetric matrices (in the last two cases).

A similar computation can be done for gl(n,C), sl(n,C),
u(n), and su(n), confirming the claims of Section 1.5.

It is easy to show that gl(n,C) has dimension 2n2, sl(n,C)
has dimension 2(n2 � 1), u(n) has dimension n2, and
su(n) has dimension n2 � 1.

For example, the Lie algebra su(2) of SU(2) (or S3) is
the real vector space consisting of all 2⇥2 (complex) skew
Hermitian matrices of null trace.



2.5. MANIFOLDS, LIE GROUPS, AND LIE ALGEBRAS, THE “BABY CASE” 175

As we showed, SE(n) is a Lie group, and its lie algebra
se(n) described in Section 1.7 is easily determined as the
subalgebra of sl(n + 1) consisting of all matrices of the
form

✓
B U
0 0

◆

where B 2 so(n) and U 2 Rn.

Thus, se(n) has dimension n(n + 1)/2. The Lie bracket
is given by

✓
B U
0 0

◆✓
C V
0 0

◆
�
✓

C V
0 0

◆✓
B U
0 0

◆

=

✓
BC � CB BV � CU

0 0

◆
.
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We conclude by indicating the relationship between ho-
momorphisms of Lie groups and homomorphisms of Lie
algebras.

Definition 2.17. LetM
1

(m
1

-dimensional) andM
2

(m
2

-
dimensional) be manifolds in RN . A function
f : M

1

! M
2

is smooth if for every p 2 M
1

there are
parametrizations ' : ⌦

1

! U
1

of M
1

at p and  : ⌦
2

!
U

2

of M
2

at f (p) such that f (U
1

) ✓ U
2

and

 �1 � f � ' : ⌦
1

! Rm
2

is smooth.

Using Lemma 2.22, it is easily shown that Definition 2.17
does not depend on the choice of the parametrizations
' : ⌦

1

! U
1

and  : ⌦
2

! U
2

.
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A smooth map f between manifolds is a smooth di↵eo-
morphism if f is bijective and both f and f�1 are smooth
maps.

Definition 2.18. LetM
1

(m
1

-dimensional) andM
2

(m
2

-
dimensional) be manifolds in RN . For any smooth func-
tion f : M

1

! M
2

and any p 2 M
1

, the function
f 0

p : TpM1

! Tf(p)

M
2

, called the tangent map of f at
p, or derivative of f at p, or di↵erential of f at p, is
defined as follows: For every v 2 TpM1

and every smooth
curve � : I ! M

1

such that �(0) = p and �0(0) = v,

f 0
p(v) = (f � �)0(0).

The map f 0
p is also denoted by dfp or Tpf .
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Doing a few calculations involving the facts that

f � � = (f � ') � ('�1 � �) and � = ' � ('�1 � �)
and using Lemma 2.22, it is not hard to show that f 0

p(v)
does not depend on the choice of the curve �. It is easily
shown that f 0

p is a linear map.

Finally, we define homomorphisms of Lie groups and Lie
algebras and see how they are related.

Definition 2.19. Given two Lie groups G
1

and G
2

, a
homomorphism (or map) of Lie groups is a function
f : G

1

! G
2

that is a homomorphism of groups and a
smooth map (between the manifolds G

1

and G
2

).
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Given two Lie algebras A
1

and A
2

, a homomorphism (or
map) of Lie algebras is a function f : A

1

! A
2

that is
a linear map between the vector spaces A

1

and A
2

and
that preserves Lie brackets, i.e.,

f ([A, B]) = [f (A), f (B)]

for all A, B 2 A
1

.

An isomorphism of Lie groups is a bijective function f
such that both f and f�1 are maps of Lie groups, and
an isomorphism of Lie algebras is a bijective function
f such that both f and f�1 are maps of Lie algebras.

If f : G
1

! G
2

is a homomorphism of Lie groups, then
f 0

I : g1

! g

2

is a homomorphism of Lie algebras, but in
order to prove this, we need the adjoint representation
Ad, so we postpone the proof.
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The notion of a one-parameter group plays a crucial role
in Lie group theory.

Definition 2.20. A smooth homomorphism
h : (R,+) ! G from the additive group R to a Lie group
G is called a one-parameter group in G.

All parameter groups of a linear Lie group can be deter-
mined explicitly.

Proposition 2.31. Let G be any linear Lie group.

1. For every X 2 g, the map h(t) = etX is a one-
parameter group in G.

2. Every one-parameter group h : R ! G is of the
form h(t) = etZ, with Z = h0(0).

In summary, for every Z 2 g, there is a unique one-
parameter group h such that h0(0) = Z given by h(t) =
eZt.
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The exponential map is natural in the following sense:

Proposition 2.32. Given any two linear Lie groups
G and H, for every Lie group homomorphism
f : G ! H, the following diagram commutes:

G f
// H

g

dfI

//

exp

OO

h

exp

OO

Alert readers must have noticed that we only defined the
Lie algebra of a linear group.

In the more general case, we can still define the Lie alge-
bra g of a Lie group G as the tangent space TIG at the
identity I .

The tangent space g = TIG is a vector space, but we
need to define the Lie bracket.
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This can be done in several ways. We explain briefly how
this can be done in terms of so-called adjoint represen-
tations .

This has the advantage of not requiring the definition of
left-invariant vector fields, but it is still a little bizarre!

Given a Lie group G, for every a 2 G we define left
translation as the map La : G ! G such that La(b) = ab
for all b 2 G, and right translation as the map
Ra : G ! G such that Ra(b) = ba for all b 2 G.

The maps La and Ra are di↵eomorphisms, and their
derivatives play an important role.
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The inner automorphisms

Ada = Ra�1

� La (= Ra�1

La)

of G also play an important role.

Note that

Ada(b) = Ra�1

La(b) = aba�1.

The derivative

(Ada)
0
I : TIG ! TIG

of Ada : G ! G at I is an isomorphism of Lie algebras,
and since TIG = g, if we denote (Ada)0I by Ada, we get
a map

Ada : g ! g.
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The map a 7! Ada is a map of Lie groups

Ad: G ! GL(g),

called the adjoint representation of G (where GL(g)
denotes the Lie group of all bijective linear maps on g).

In the case of a linear group, we have

Ad(a)(X) = Ada(X) = aXa�1

for all a 2 G and all X 2 g.

We are now almost ready to prove that if f : G
1

! G
2

is a homomorphism of Lie groups, then f 0
I : g1

! g

2

is a
homomorphism of Lie algebras.

What we need is to express the Lie bracket [A, B] in terms
of the derivative of an expression involving the adjoint
representation Ad.
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For any A, B 2 g, we have

�
AdetA(B)

�0
(0) = (etABe�tA)0(0) = AB � BA = [A, B].

Proposition 2.33. If f : G
1

! G
2

is a homomor-
phism of linear Lie groups, then the linear map
dfI : g1

! g

2

satisfies the equation

dfI(Ada(X)) = Adf(a)

(dfI(X)),

for all a 2 G and all X 2 g

1

; that is, the following
diagram commutes

g

1

dfI //

Ada
✏✏

g

2

Adf(a)

✏✏
g

1 dfI

//
g

2

Furthermore, dfI is a homomorphism of Lie algebras.
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If some additional assumptions are made about G
1

and
G

2

(for example, connected, simply connected), it can be
shown that f is pretty much determined by f 0

I .

The derivative

Ad0
I : g ! gl(g)

of Ad: G ! GL(g) at I is map of Lie algebras, and if
we denote Ad0

I by ad, it is a map

ad: g ! gl(g),

called the adjoint representation of g.

Recall that Theorem 2.28 immediately implies that the
Lie algebra gl(g) of GL(g) is the vector space Hom(g, g)
of all linear maps on g.
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If we apply Proposition 2.32 to Ad: G ! GL(g), we
obtain the equation

AdeA = eadA for all A 2 g,

which is a generalization of the identity of Proposition
2.19.

In the case of a linear group, we have

ad(A)(B) = [A, B]

for all A, B 2 g.

This can be shown using Propositions 2.19 and 2.32
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One can also check that the Jacobi identity on g is equiv-
alent to the fact that ad preserves Lie brackets, i.e., ad is
a map of Lie algebras:

ad([A, B]) = [ad(A), ad(B)] for all A, B 2 g

(where on the right, the Lie bracket is the commutator of
linear maps on g).

Thus, we recover the Lie bracket from ad.

This is the key to the definition of the Lie bracket in the
case of a general Lie group (not just a linear Lie group).

We define the Lie bracket on g as

[A, B] = ad(A)(B).
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To be complete, we still have to define the exponential
map exp : g ! G for a general Lie group.

For this we need to introduce some left-invariant vector
fields induced by the derivatives of the left translations
and integral curves associated with such vector fields.

We conclude this section by computing explicitly the ad-
joint representations ad of so(3) and Ad of SO(3).

Recall that for every X 2 so(3), adX is a linear map
adX : so(3) ! so(3).

Also, for every R 2 SO(3), the map AdR : so(3) ! so(3)
is an invertible linear map of so(3).

Now, as we saw earlier, so(3) is isomorphic to (R3, ⇥),
where ⇥ is the cross-product on R3, via the isomorphism
 : (R3, ⇥) ! so(3) given by the formula

 (a, b, c) =

0

@
0 �c b
c 0 �a

�b a 0

1

A .
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In robotics and in computer vision,  (u) is often denoted
by u⇥.

The image of the canonical basis (e
1

, e
2

, e
3

) of R3 is the
following basis of so(3):

0

@E
1

=

0

@
0 0 0
0 0 �1
0 1 0

1

A , E
2

=

0

@
0 0 1
0 0 0

�1 0 0

1

A ,

E
3

=

0

@
0 �1 0
1 0 0
0 0 0

1

A

1

A .

Observe that

[E
1

, E
2

] = E
3

, [E
2

, E
3

] = E
1

, [E
3

, E
1

] = E
2

.
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Using the isomorphism  , we obtain an isomorphism  
between Hom(so(3), so(3)) and M

3

(R) = gl(3,R) given
by

 (f ) =  �1 � f �  ,

where  (f ) is expressed in the basis (e
1

, e
2

, e
3

).

By restricting toGL(so(3)), we obtain an isomorphism
between GL(so(3)) and GL(3,R).

It turns out that if we use the basis (E
1

, E
2

, E
3

) in so(3),
for every X 2 so(3), the matrix representing adX 2
Hom(so(3), so(3)) is X itself, and for every R 2 SO(3),
the matrix representing AdR 2 GL(so(3)) is R itself.
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Proposition 2.34. For all X 2 so(3) and all R 2
SO(3), we have

 (adX) = X,  (AdR) = R,

which means that  � ad is the inclusion map from
so(3) to M

3

(R) = gl(3,R), and that  � Ad is the in-
clusion map from SO(3) to GL(3,R). Equivalently,
for all u 2 R3, we have

adX( (u)) =  (Xu), AdR( (u)) =  (Ru).

These equations can also be written as

[X, u⇥] = (Xu)⇥, Ru⇥R�1 = (Ru)⇥.


