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## Chapter 1

## Groups and Group Actions

### 1.1 Basic Concepts of Groups

Definition 1.1. A group is a set $G$ equipped with a binary operation $\cdot: G \times G \rightarrow G$ that associates an element $a \cdot b \in G$ to every pair of elements $a, b \in G$, and having the following properties: • is associative, has an identity element, $e \in G$, and every element in $G$ is invertible (w.r.t. •). More explicitly, this means that the following equations hold for all $a, b, c \in G$ :
(G1) $a \cdot(b \cdot c)=(a \cdot b) \cdot c$.
(associativity);
(G2) $a \cdot e=e \cdot a=a$.
(identity);
(G3) For every $a \in G$, there is some $a^{-1} \in G$ such that $a \cdot a^{-1}=a^{-1} \cdot a=e$ (inverse).

A group $G$ is abelian (or commutative) if

$$
a \cdot b=b \cdot a
$$

for all $a, b \in G$.

Observe that a group is never empty, since $e \in G$.

It is customary to denote the operation of an abelian group $G$ by + , in which case the inverse $a^{-1}$ of an element $a \in G$ is denoted by $-a$.

## Example 1.1.

1. The set $\mathbb{Z}=\{\ldots,-n, \ldots,-1,0,1, \ldots, n, \ldots\}$ of integers is a group under addition, with identity element 0 . However, $\mathbb{Z}^{*}=\mathbb{Z}-\{0\}$ is not a group under multiplication.
2. The set $\mathbb{Q}$ of rational numbers (fractions $p / q$ with $p, q \in \mathbb{Z}$ and $q \neq 0)$ is a group under addition, with identity element 0 . The set $\mathbb{Q}^{*}=\mathbb{Q}-\{0\}$ is also a group under multiplication, with identity element 1.
3. Similarly, the sets $\mathbb{R}$ of real numbers and $\mathbb{C}$ of complex numbers are groups under addition (with identity element 0 ), and $\mathbb{R}^{*}=\mathbb{R}-\{0\}$ and $\mathbb{C}^{*}=\mathbb{C}-\{0\}$ are groups under multiplication (with identity element $1)$.
4. The sets $\mathbb{R}^{n}$ and $\mathbb{C}^{n}$ of $n$-tuples of real or complex numbers are groups under componentwise addition:
$\left(x_{1}, \ldots, x_{n}\right)+\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right)$, with identity element $(0, \ldots, 0)$. All these groups are abelian.
5. Given any nonempty set $S$, the set of bijections $f: S \rightarrow S$, also called permutations of $S$, is a group under function composition (i.e., the multiplication of $f$ and $g$ is the composition $g \circ f$ ), with identity element the identity function $\mathrm{id}_{S}$. This group is not abelian as soon as $S$ has more than two elements.

Example 1.2. When $S$ is the finite set $S=\{1,2, \ldots, n\}$, the group of permutations is denoted $\mathfrak{S}_{n}$.

Consider the group $\mathfrak{S}_{3}$ of permutations on the set $\{1,2,3\}$.
There are $3!=6$ permutations

$$
\begin{array}{lll}
\pi_{1}=(1,2,3), & \pi_{2}=(1,3,2), & \pi_{3}=(2,1,3) \\
\pi_{4}=(2,3,1), & \pi_{5}=(3,1,2), & \pi_{6}=(3,2,1)
\end{array}
$$

The first permutation $\pi_{1}=(1,2,3)$ is the identity; the permutations

$$
\pi_{2}=(1,3,2), \quad \pi_{3}=(2,1,3), \quad \pi_{6}=(3,2,1)
$$

are transpositions and thus have negative signature, and the permutations

$$
\pi_{4}=(2,3,1), \quad \pi_{5}=(3,1,2)
$$

are cyclic permutations and thus have positive signature.

The multiplication table of the group $\mathfrak{S}_{3}$. is given by

$$
\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
2 & 1 & 5 & 6 & 3 & 4 \\
3 & 4 & 1 & 2 & 6 & 5 \\
4 & 3 & 6 & 5 & 1 & 2 \\
5 & 6 & 2 & 1 & 4 & 3 \\
6 & 5 & 4 & 3 & 2 & 1,
\end{array}\right)
$$

where we denote $\pi_{i}$ simply by $i$ and where the $(i, j)$ entry represents $\pi_{i} \circ \pi_{j}$.

## Example 1.3.

1 . The set of $n \times n$ matrices with real (or complex) coefficients is a group under addition of matrices, with identity element the null matrix. It is denoted by $\mathrm{M}_{n}(\mathbb{R})\left(\right.$ or $\mathrm{M}_{n}(\mathbb{C})$ ).
2. The set $\mathbb{R}[X]$ of all polynomials in one variable with real coefficients is a group under addition of polynomials.
3. The set of $n \times n$ invertible matrices with real (or complex) coefficients is a group under matrix multiplication, with identity element the identity matrix $I_{n}$. This group is called the general linear group and is usually denoted by $\mathbf{G L}(n, \mathbb{R})$ (or $\mathbf{G} \mathbf{L}(n, \mathbb{C})$ ).
4 . The set of $n \times n$ invertible matrices with real (or complex) coefficients and determinant +1 is a group under matrix multiplication, with identity element the identity matrix $I_{n}$. This group is called the special linear group and is usually denoted by $\mathbf{S L}(n, \mathbb{R})$ (or $\mathrm{SL}(n, \mathbb{C}))$.

5 . The set of $n \times n$ invertible matrices with real coefficients

$$
\begin{gathered}
\mathbf{S O}(n)=\left\{R \in \mathrm{M}_{n}(\mathbb{R}) \mid R R^{\top}=R^{\top} R=I_{n},\right. \\
\operatorname{det}(R)=1\}
\end{gathered}
$$

is a group called the special orthogonal group (where $R^{\top}$ is the transpose of the matrix $R$, i.e., the rows of $R^{\top}$ are the columns of $R$ ). It corresponds to the rotations in $\mathbb{R}^{n}$.

For $n=2$,

$$
\mathbf{S O}(2)=\left\{\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right), \quad(\theta \in \mathbb{R} / 2 \pi)\right\}
$$

Geometrically, this is the unit circle

$$
S^{1}=\mathbf{U}(1)=\left\{e^{i \theta} \mid \theta \in \mathbb{R} / 2 \pi\right\}
$$

It is abelian

Geometrically these are rotations by $\theta$ around the origin.

For $n=3$, the group $\mathbf{S O}(3)$ is the group of rotations in $\mathbb{R}^{3}$. It is not abelian. For practical reasons it is important to find "good" parametrizations for the rotations (Euler angles, quaternions, exponential map, Cayley transform, etc.)

6 . The set of $n \times n$ invertible matrices with real coefficients

$$
\mathbf{O}(n)=\left\{R \in \mathrm{M}_{n}(\mathbb{R}) \mid R R^{\top}=R^{\top} R=I_{n}\right\}
$$

is a group called the orthogonal group. If $R \in \mathbf{O}(n)$, then $\operatorname{det}(R) \pm 1$. The group $\mathbf{O}(n)$ contains the rotations and the reflections.
7. The group $\mathbf{S E}(2)$ of rigid motions of $\mathbb{R}^{2}$ (the rototranslations!),
$\mathbf{S E}(2)=\left\{\left(\begin{array}{ccc}\cos \theta & -\sin \theta & t_{1} \\ \sin \theta & \cos \theta & t_{2} \\ 0 & 0 & 1\end{array}\right), t_{1}, t_{2} \in \mathbb{R}, \theta \in \mathbb{R} / 2 \pi\right\}$.

This group is not abelian.

We can view each $g \in \mathbf{S E}(2)$ as a geometric transformation of $\mathbb{R}^{2}$, namely

$$
g \cdot\binom{x}{y}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)\binom{x}{y}+\binom{t_{1}}{t_{2}} .
$$

If $\theta \neq k 2 \pi(k \in \mathbb{Z})$, then $g$ has a unique fixed point $c \in \mathbb{R}^{2}$, and geometrically $g$ is rotation around $c$.

Otherwise it is a translation.

We can use the trick of embedding $\mathbb{R}^{2}$ in the (affine) plane $z=1$ in $\mathbb{R}^{3}$ by using the map

$$
\binom{x}{y} \mapsto\left(\begin{array}{l}
x \\
y \\
1
\end{array}\right),
$$

so that

$$
\begin{aligned}
\left(g \cdot\binom{x}{y}\right) & \left.=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)\binom{x}{y}+\binom{t_{1}}{t_{2}}\right) \\
& =\left(\begin{array}{ccc}
\cos \theta & -\sin \theta & t_{1} \\
\sin \theta & \cos \theta & t_{2} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
1
\end{array}\right) .
\end{aligned}
$$

8. The group $\mathbf{S E}(n)$ of rigid motions of $\mathbb{R}^{n}$,

$$
\mathbf{S E}(n)=\left\{\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right), t \in \mathbb{R}^{n}, Q \in \mathbf{S O}(n)\right\}
$$

Multiplication is given by

$$
\left(\begin{array}{ll}
Q & s \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
R & t \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
Q R & Q t+s \\
0 & 1
\end{array}\right)
$$

and the inverse by

$$
\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
Q^{\top} & -Q^{\top} t \\
0 & 1
\end{array}\right)
$$

Again $\mathbf{S E}(n)$ acts on $\mathbb{R}^{n}$ by

$$
g \cdot x=Q x+t, \quad g \in \mathbf{S E}(n), x \in \mathbb{R}^{n}
$$

or equivalently

$$
\binom{g \cdot x}{1}=\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right)\binom{x}{1}
$$

9. The special unitary group $\mathbf{S U}(2)$ consists of all $2 \times 2$ complex matrices

$$
q=\left(\begin{array}{cc}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right), \quad \alpha \bar{\alpha}+\beta \bar{\beta}=1, \alpha, \beta \in \mathbb{C} .
$$

The inverse of $q$ is $q^{*}=(\bar{q})^{\top}$.
We can also write $q$ as

$$
\begin{aligned}
& q=\left(\begin{array}{cc}
a+i b & c+i d \\
-(c-i d) & a-i b
\end{array}\right), a^{2}+b^{2}+c^{2}+d^{2}=1, \\
& a, b, c, d \in \mathbb{R} .
\end{aligned}
$$

This shows that geometrically, $\mathbf{S U}(2)$ is the unit sphere $S^{3}$ in $\mathbb{R}^{4}$.

If you write out the multiplication $q_{1} q_{2}$ if two elements $q_{1}, q_{2} \in \mathbf{S U}(2)$, you discover that $\mathbf{S U}(2)$ is the "best" definition of the unit quaternions.

The group $\mathbf{S U}(2)$ is intimately related to the group $\mathbf{S O}(3)$, but they are different.

The group $\mathbf{S U}(2)$ is "bigger," and topogically simpler than the group $\mathbf{S O}(3)$, which is homeomorphic to the projective space $\mathbb{R P}^{3}$, whereas $\mathbf{S U}(2)$ is homeomorphic to the sphere $S^{3}$.

We will see later that there is a surjective homomorphism from $\mathbf{S U}(2)$ onto $\mathbf{S O}(3)$. This is why rotations can be achieved using quaternions.

Definition 1.2. Given a group, $G$, a subset, $H$, of $G$ is a subgroup of $G$ iff
(1) The identity element, $e$, of $G$ also belongs to $H$ $(e \in H)$;
(2) For all $h_{1}, h_{2} \in H$, we have $h_{1} h_{2} \in H$;
(3) For all $h \in H$, we have $h^{-1} \in H$.

It is easily checked that a subset, $H \subseteq G$, is a subgroup of $G$ iff $H$ is nonempty and whenever $h_{1}, h_{2} \in H$, then $h_{1} h_{2}^{-1} \in H$.

## Example 1.4.

1. The group $\mathbf{S L}(n)$ is a subgroup of the group $\mathbf{G L}(n)$.
2. The group $\mathbf{S O}(n)$ is a subgroup of the group $\mathbf{S L}(n)$.
3. The group $\mathbf{S O}(n)$ is a subgroup of the group $\mathbf{O}(n)$.
4. The group $\left\{I_{2 n+1},-I_{2 n+1}\right\}$ is a subgroup of the group $\mathbf{O}(2 n+1)$.
5. If $J_{2 n}$ is the $(2 n) \times(2 n)(n \geq 1)$ matrix

$$
J_{2 n}=\left(\begin{array}{cc}
-1 & 0 \\
0 & I_{2 n-1}
\end{array}\right)
$$

then the group $\left\{I_{2 n}, J_{2 n}\right\}$ is a subgroup of $\mathbf{O}(2 n)$.

Example 1.5. Recall the group

$$
\mathbf{S E}(n)=\left\{\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right), t \in \mathbb{R}^{n}, Q \in \mathbf{S O}(n)\right\}
$$

We define $\mathcal{T}$ (translations) and $\mathcal{R}$ (rotations) by

$$
\mathcal{T}=\left\{\left(\begin{array}{cc}
I_{n} & t \\
0 & 1
\end{array}\right), t \in \mathbb{R}^{n}\right\}
$$

and

$$
\mathcal{R}=\left\{\left(\begin{array}{cc}
Q & 0 \\
0 & 1
\end{array}\right), Q \in \mathbf{S O}(n)\right\}
$$

We check easily that both $\mathcal{T}$ and $\mathcal{R}$ are subgoups of $\mathbf{S E}(n)$. The group $\mathcal{T}$ is the group of translations (of $\mathbb{R}^{n}$ ).

It will be convenient to write

$$
\widehat{t}=\left(\begin{array}{cc}
I_{n} & t \\
0 & 1
\end{array}\right)
$$

and

$$
\widehat{Q}=\left(\begin{array}{ll}
Q & 0 \\
0 & 1
\end{array}\right) .
$$

The subgroup $\mathcal{T}$ has the following important property:
$g \widehat{y} g^{-1} \in \mathcal{T}, \quad$ for all $g \in \mathbf{S E}(n)$ and all $\widehat{y} \in \mathcal{T}$.

Indeed for any

$$
g=\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right) \in \mathbf{S E}(n)
$$

and any

$$
\widehat{y}=\left(\begin{array}{cc}
I_{n} & y \\
0 & 1
\end{array}\right) \in \mathcal{T},
$$

we have

$$
\begin{aligned}
g \widehat{y} g^{-1} & =\left(\begin{array}{ll}
Q & t \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
I_{n} & y \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
Q^{\top} & -Q^{\top} t \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
Q & Q y+t \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
Q^{\top} & -Q^{\top} t \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
I_{n} & Q y \\
0 & 1
\end{array}\right) \in \mathcal{T}
\end{aligned}
$$

and so

$$
g \widehat{y} g^{-1}=\widehat{Q y} .
$$

In particular, for $g=\widehat{Q}$, we have

$$
\begin{equation*}
\widehat{Q} \widehat{y}(\widehat{Q})^{-1}=\widehat{Q y} . \tag{conj}
\end{equation*}
$$

Also observe that if

$$
\widehat{t}=\left(\begin{array}{cc}
I_{n} & t \\
0 & 1
\end{array}\right) \in \mathcal{T}
$$

and

$$
\widehat{Q}=\left(\begin{array}{cc}
Q & 0 \\
0 & 1
\end{array}\right) \in \mathcal{R}
$$

then

$$
\widehat{t} \widehat{Q}=\left(\begin{array}{cc}
I_{n} & t \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
Q & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right)=g .
$$

This shows that

$$
\mathcal{T} \mathcal{R}=\mathbf{S E}(n)
$$

where $\mathcal{T}$ and $\mathcal{R}$ are subgroups of $\mathbf{S E}(n)$ with $\mathcal{T}$ satisfying property $(\mathrm{N})(\mathcal{T}$ is a normal subgroup $)$.

Also note that

$$
\mathcal{T} \cap \mathcal{R}=\{e\}, \quad e=I_{n+1}
$$

This implies that every $g \in \mathbf{S E}(n)$ has a unique factorization as

$$
g=\widehat{t} \widehat{Q} \quad \text { with } \widehat{t} \in \mathcal{T} \text { and } \widehat{Q} \in \mathcal{R}
$$

The above ingredients make $\mathbf{S E}(n)$ the semi-direct product of $\mathcal{T}$ and $\mathcal{R}$. We will come back to this notion later.

Example 1.6. Consider the group

$$
\widehat{\mathbf{S O}}(n)=\left\{\left(\begin{array}{cc}
Q & 0 \\
0 & 1
\end{array}\right), Q \in \mathbf{S O}(n)\right\}
$$

We check easily that $\widehat{\mathbf{S O}}(n)$ is a subgroup of $\mathbf{S O}(n+1)$.

Example 1.7. Consider the group

$$
\widehat{\mathbf{O}}(n)=\left\{\left(\begin{array}{cc}
Q & 0 \\
0 & \epsilon
\end{array}\right), Q \in \mathbf{O}(n), \epsilon=\operatorname{det}(Q)\right\}
$$

We check easily that $\widehat{\mathbf{O}}(n)$ is a subgroup of $\mathbf{S O}(n+1)$.

Given a group, $G$, for any two subsets $R, S \subseteq G$, we let

$$
R S=\{r \cdot s \mid r \in R, s \in S\} .
$$

In particular, for any $g \in G$, if $R=\{g\}$, we write

$$
g S=\{g \cdot s \mid s \in S\}
$$

and similarly, if $S=\{g\}$, we write

$$
R g=\{r \cdot g \mid r \in R\} .
$$

From now on, we will drop the multiplication sign and write $g_{1} g_{2}$ for $g_{1} \cdot g_{2}$.

If $H$ is a subgroup of $G$ and $g \in G$ is any element, the sets of the form $g H$ are called left cosets of $H$ in $G$ and the sets of the form $H g$ are called right cosets of $H$ in $G$.

The left cosets (resp. right cosets) of $H$ induce an equivalence relation, $\sim$, defined as follows: For all $g_{1}, g_{2} \in G$,

$$
g_{1} \sim g_{2} \quad \text { iff } \quad g_{1} H=g_{2} H
$$

(resp.

$$
\left.g_{1} \sim g_{2} \quad \text { iff } \quad H g_{1}=H g_{2} .\right)
$$

Obviously, $\sim$ is an equivalence relation.

Now, it is easy to see that

$$
g_{1} H=g_{2} H \text { iff } g_{2}^{-1} g_{1} \in H
$$

so the equivalence class of an element $g \in G$ is the coset $g H$ (resp. $H g$ ).

The set of left cosets of $H$ in $G$ (which, in general, is not a group) is denoted $G / H$.

The "points" of $G / H$ are obtained by "collapsing" all the elements in a coset into a single element.

The map $\pi: G \rightarrow G / H$ from the group $G$ to its set $G / H$ of left cosets is given by

$$
\pi(g)=g H
$$

The set of right cosets is denoted by $H \backslash G$.

Example 1.8. We can figure out what are the left cosets

$$
g \mathcal{T}=\left\{g \widehat{t_{1}} \mid \widehat{t_{1}} \in \mathcal{T}\right\}
$$

for any $g$ in the group $\mathbf{S E}(n)$.
We showed in Example 1.5 that any $g \in \mathbf{S E}(n)$ can be written uniquely as $g=\widehat{t} \widehat{Q}$ for some $\widehat{t} \in \mathcal{T}$ and some $\widehat{Q} \in \mathcal{R}$. Then we have

$$
g \mathcal{T}=\left\{\widehat{t} \widehat{Q} \widehat{t_{1}} \mid \widehat{t_{1}} \in \mathcal{T}\right\}
$$

and since $(\widehat{Q})^{-1} \widehat{t}^{-1} \widehat{Q} \in \mathcal{T}$ because of property (N), for $\widehat{t_{1}}=(\widehat{Q})^{-1} \widehat{t}^{-1} \widehat{Q}$, we have

$$
(\widehat{t} \widehat{Q})(\widehat{Q})^{-1} \widehat{t}^{-1} \widehat{Q}=\widehat{Q} \in \mathcal{R}
$$

so every coset $(\widehat{t} \widehat{Q}) \mathcal{T}$ contains the special element (called representative) $\widehat{Q} \in \mathcal{R}$.

Therefore, there is a bijection bewteen the set $\mathbf{S E}(n) / \mathcal{T}$ of left cosets of $\mathcal{T}$ and $\mathcal{R}$.

Example 1.9. We can also figure out what are the left cosets

$$
g \mathcal{R}=\left\{g \widehat{Q_{1}} \mid \widehat{Q_{1}} \in \mathcal{R}\right\},
$$

for any $g$ in the group $\mathbf{S E}(n)$.
Using the fact that $g \in \mathbf{S E}(n)$ has a unique factorization $g=\widehat{t} \widehat{Q}$, we have

$$
g \mathcal{R}=\left\{\widehat{t} \widehat{Q} \widehat{Q_{1}} \mid \widehat{Q_{1}} \in \mathcal{R}\right\},
$$

so if we pick $\widehat{Q_{1}}=\left(\widehat{Q_{1}}\right)^{\top}$, we have

$$
\widehat{t} \widehat{Q}\left(\widehat{Q_{1}}\right)^{\top}=\widehat{t} \in \mathcal{T},
$$

so every coset $(\widehat{t} \widehat{Q}) \mathcal{R}$ contains the special element (called representative) $\widehat{t} \in \mathcal{T}$.

Therefore, there is a bijection bewteen the set $\mathbf{S E}(n) / \mathcal{R}$ of left cosets of $\mathcal{R}$ and $\mathcal{T}$.

Going back to the general case of a group $G$ and a subgroup $H$ it is tempting to define a multiplication operation on left cosets (or right cosets) by setting

$$
\left(g_{1} H\right)\left(g_{2} H\right)=\left(g_{1} g_{2}\right) H
$$

but this operation is not well defined in general, unless the subgroup $H$ possesses a special property.

This property is typical of the kernels of group homomorphisms.

Definition 1.3. Given any two groups, $G, G^{\prime}$, a function $\varphi: G \rightarrow G^{\prime}$ is a homomorphism iff

$$
\varphi\left(g_{1} g_{2}\right)=\varphi\left(g_{1}\right) \varphi\left(g_{2}\right), \quad \text { for all } g_{1}, g_{2} \in G .
$$

Taking $g_{1}=g_{2}=e($ in $G)$, we see that

$$
\varphi(e)=e^{\prime},
$$

and taking $g_{1}=g$ and $g_{2}=g^{-1}$, we see that

$$
\varphi\left(g^{-1}\right)=\varphi(g)^{-1} .
$$

If $\varphi: G \rightarrow G^{\prime}$ and $\psi: G^{\prime} \rightarrow G^{\prime \prime}$ are group homomorphisms, then $\psi \circ \varphi: G \rightarrow G^{\prime \prime}$ is also a homomorphism.

If $\varphi: G \rightarrow G^{\prime}$ is a homomorphism of groups and $H \subseteq G$ and $H^{\prime} \subseteq G^{\prime}$ are two subgroups, then it is easily checked that

$$
\operatorname{Im} \varphi=\varphi(H)=\{\varphi(g) \mid g \in H\}
$$

is a subgroup of $G^{\prime}$ called the image of $H$ by $\varphi$, and

$$
\varphi^{-1}\left(H^{\prime}\right)=\left\{g \in G \mid \varphi(g) \in H^{\prime}\right\}
$$

is a subgroup of $G$. In particular, when $H^{\prime}=\left\{e^{\prime}\right\}$, we obtain the kernel, Ker $\varphi$, of $\varphi$. Thus,

$$
\operatorname{Ker} \varphi=\left\{g \in G \mid \varphi(g)=e^{\prime}\right\}
$$

It is immediately verified that $\varphi: G \rightarrow G^{\prime}$ is injective iff $\operatorname{Ker} \varphi=\{e\}$. (We also write Ker $\varphi=(0)$.)

We say that $\varphi$ is an isomorphism if there is a homomorphism, $\psi: G^{\prime} \rightarrow G$, so that

$$
\psi \circ \varphi=\operatorname{id}_{G} \quad \text { and } \quad \varphi \circ \psi=\operatorname{id}_{G^{\prime}} .
$$

In this case, $\psi$ is unique and it is denoted $\varphi^{-1}$.
When $\varphi$ is an isomorphism we say the the groups $G$ and $G^{\prime}$ are isomorphic, which is abbreviated as $G \simeq G^{\prime}$.

When $G^{\prime}=G$, a group isomorphism is called an automorphism.

## Example 1.10.

1. Observe that if $\mathcal{T}$ and $\mathcal{R}$ are the subgroups of $\mathbf{S E}(n)$ defined in Example 1.5, the maps $t \mapsto \widehat{t}$ and $Q \mapsto \widehat{Q}$ define isomorphisms between $\mathbb{R}^{n}$ and $\mathcal{T}$ and between $\mathbf{S O}(n)$ and $\mathcal{R}$.
2. The map $t \mapsto \widehat{t}$ defines an isomorphism between $\mathbf{S O}(n)$ and the subgroup $\widehat{\mathbf{S O}}(n)$ of $\mathbf{S O}(n+1)$ in Example. 1.6
3. If $\widehat{\mathbf{O}}(n)$ is the group of Example 1.7, the map

$$
Q \mapsto\left(\begin{array}{cc}
Q & 0 \\
0 & \operatorname{det}(Q)
\end{array}\right)
$$

is an isomorphism between $\mathbf{O}(n)$ and $\widehat{\mathbf{O}}(n)$.

In view of the above isomorphisms, we will write $\mathbb{R}^{n}$ instead of $\mathcal{T}, \mathbf{S O}(n)$ instead of $\mathcal{R}$ and $\widehat{\mathbf{S O}}(n)$, and $\mathbf{O}(n)$ instead of $\widehat{\mathbf{O}}(n)$.

## Example 1.11.

1. The map $\varphi_{1}: \mathbf{S E}(n) \rightarrow \mathbf{S O}(n)$ given by

$$
\varphi_{1}\left(\begin{array}{rr}
Q & t \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
Q & 0 \\
0 & 1
\end{array}\right)=\widehat{Q}
$$

is a group homomorphism (check this fact).

The kernel of $\varphi_{1}$ is $\mathbb{R}^{n} \simeq \mathcal{T}$.
2. The map $\varphi_{2}: \mathbf{S E}(n) \rightarrow \mathbb{R}^{n}$ given by

$$
\varphi_{2}\left(\begin{array}{cc}
Q & t \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
I_{n} & t \\
0 & 1
\end{array}\right)=\widehat{t}
$$

is not a group homomorphism (check this fact).

We claim that $H=\operatorname{Ker} \varphi$ satisfies the following property:

$$
\begin{equation*}
g H=H g, \quad \text { for all } g \in G \tag{*}
\end{equation*}
$$

First, note that $(*)$ is equivalent to

$$
g H g^{-1}=H, \quad \text { for all } g \in G
$$

and the above is equivalent to

$$
g H g^{-1} \subseteq H, \quad \text { for all } g \in G
$$

$$
(* *)
$$

Definition 1.4. For any group, $G$, a subgroup, $N \subseteq G$, is a normal subgroup of $G$ iff

$$
g N g^{-1}=N, \quad \text { for all } g \in G
$$

This is denoted by $N \triangleleft G$.

## Example 1.12.

1. The group $\mathbf{S O}(n)$ is a normal subgroup of $\mathbf{O}(n)$.
2. The group $\mathbf{S O}(n)$ is not a normal subgroup of $\mathbf{S O}(n+1)$. Finding out what $\mathbf{S O}(n+1) / \mathbf{S O}(n)$ is a bit tricky. It turns out to be a very interesting space.
3. The group $\mathbf{O}(n)$ is not a normal subgroup of $\mathbf{S O}(n+1)$. Finding out what $\mathbf{S O}(n+1) / \mathbf{O}(n)$ is a bit tricky. It also turns out to be a very interesting space.
4. The group $\left\{I_{2 n+1},-I_{2 n+1}\right\}$ is a normal subgroup of $\mathbf{O}(2 n+1)$.
5. The group $\left\{I_{2 n}, J_{2 n}\right\}$ is not a normal subgroup of $\mathbf{O}(2 n)$.

If $N$ is a normal subgroup of $G$, the equivalence relation

$$
g_{1} \sim g_{2} \quad \text { iff } \quad g_{1} H=g_{2} H
$$

induced by left cosets is the same as the equivalence

$$
g_{1} \sim g_{2} \quad \text { iff } \quad H g_{1}=H g_{2}
$$

induced by right cosets.

The equivalence relation, $\sim$ is a congruence, which means that: For all $g_{1}, g_{2}, g_{1}^{\prime}, g_{2}^{\prime} \in G$,
(1) If $g_{1} N=g_{1}^{\prime} N$ and $g_{2} N=g_{2}^{\prime} N$, then $g_{1} g_{2} N=g_{1}^{\prime} g_{2}^{\prime} N$, and
(2) If $g_{1} N=g_{2} N$, then $g_{1}^{-1} N=g_{2}^{-1} N$.

As a consequence, we can define a group structure on the set $G / \sim$ of equivalence classes modulo $\sim$, by setting

$$
\left(g_{1} N\right)\left(g_{2} N\right)=\left(g_{1} g_{2}\right) N
$$

This group is denoted $G / N$ and called the quotient group of $G$ by $N$. The equivalence class, $g N$, of an element $g \in G$ is also denoted $\bar{g}$. The map $\pi: G \rightarrow G / N$, given by

$$
\pi(g)=\bar{g}=g N
$$

is clearly a group homomorphism called the canonical projection.

Given a homomorphism of groups, $\varphi: G \rightarrow G^{\prime}$, we easily check that the groups $G / \operatorname{Ker} \varphi$ and $\operatorname{Im} \varphi=\varphi(G)$ are isomorphic.

Example 1.13. The subgroup $\mathbb{R}^{n} \simeq \mathcal{T}$ of $\mathbf{S E}(n)$ from Example 1.5, with

$$
\mathcal{T}=\left\{\left(\begin{array}{cc}
I_{n} & t \\
0 & 1
\end{array}\right), t \in \mathbb{R}^{n}\right\}
$$

is a normal subgroup by property $(\mathrm{N})$.

In Example 1.8 we found that there is a bijection between the set $\mathbf{S E}(n) / \mathbb{R}^{n}$ of left cosets of $\mathbb{R}^{n}$ and $\mathbf{S O}(n)$.

Since $\mathbb{R}^{n}$ is a normal subgroup of $\mathbf{S E}(n)$, the quotient set $\mathbf{S E}(n) / \mathbb{R}^{n}$ is a group isomorphic to $\mathbf{S O}(n)$. We write

$$
\mathbf{S E}(n) / \mathbb{R}^{n} \simeq \mathbf{S O}(n)
$$

The map $\varphi_{1}: \mathbf{S E}(n) \rightarrow \mathbf{S O}(n)$ (from Example 1.11) is a homomorphism with kernel $\mathbb{R}^{n}$, which confirms the isomorphism $\mathbf{S E}(n) / \mathbb{R}^{n} \simeq \mathbf{S O}(n)$.

However the subgroup $\mathbf{S O}(n) \simeq \mathcal{R}$ is not normal in $\mathbf{S E}(n)$.

This is because

$$
\begin{aligned}
& g \widehat{R} g^{-1}=\left(\begin{array}{ll}
Q & t \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
R & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
Q^{\top} & -Q^{\top} t \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
Q R & t \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
Q^{\top} & -Q^{\top} t \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
Q R Q^{\top} & -Q R Q^{\top} t+t \\
0 & 1
\end{array}\right),
\end{aligned}
$$

and even if $Q=I_{n}$, in general, $R t \neq t$ and so $g \widehat{R} g^{-1} \notin$ $\mathbf{S O}(n) \simeq \mathcal{R}$.

Thus we can't conclude from the previous discussion that the set $\mathbf{~} \mathbf{E}(n) / \mathbf{S O}(n)$ of left cosets of $\mathbf{S O}(n)$ is a group.

In fact it is as Example 1.9 shows, since a unique special representative in $\mathbf{S O}(n)$ can be chosen in every coset. Thus we can write

$$
\mathbf{S E}(n) / \mathbf{S O}(n) \simeq \mathbb{R}^{n}
$$

However, the map $\varphi_{2}: \mathbf{S E}(n) \rightarrow \mathbb{R}^{n}$ (from Example 1.11) is not a group homomorphism. It is simply a projection map from one set to another.

This is a tormented way of obtaining $\mathbb{R}^{n}$ !

Finally, observe that if $g_{1}=\widehat{t_{1}} \widehat{Q_{1}}$ and $g_{2}=\widehat{t_{2}} \widehat{Q_{2}}$ with $t_{1}, t_{2} \in \mathbb{R}^{n}$ and $Q_{1}, Q_{2} \in \mathbf{S O}(n)$, then

$$
g_{1} g_{2}=\left(\widehat{t_{1}} \widehat{Q_{1}}\right)\left(\widehat{t_{2}} \widehat{Q_{2}}\right)=\left(\widehat{t_{1}}\left[\widehat{Q_{1}} \widehat{t_{2}} \widehat{Q_{1}}-1\right]\right)\left(\widehat{Q_{1}} \widehat{Q_{2}}\right), \quad \text { (mult) }
$$

and since $t_{1}, t_{2} \in \mathbb{R}^{n}$ and $\mathbb{R}^{n} \simeq \mathcal{T}$ is a normal subgroup of $\operatorname{SE}(n), \widehat{Q_{1}} \widehat{t}_{2}{\widehat{Q_{1}}}^{-1} \in \mathcal{T} \simeq \mathbb{R}^{n}$, and thus $\widehat{t_{1}}\left[\widehat{Q_{1}} \widehat{t_{2}}{\widehat{Q_{1}}}^{-1}\right] \in$ $\mathcal{T} \simeq \mathbb{R}^{n}$, and since $\widehat{Q_{1} Q_{2}} \in \mathcal{R} \simeq \mathbf{S O}(n)$, we see that (mult) yields the (unique) factorization of $g_{1} g_{2}$ in $\mathbb{R}^{n} \mathbf{S O}(n)$.

Therefore (mult) is the multiplication operation in $\mathbf{S E}(n)$ where every element $g \in \mathbf{S E}(n)$ is represented by a pair $(t, Q) \in \mathbb{R}^{n} \times \mathbf{S O}(n)$ as $g=\widehat{t} Q$.

Definition 1.5. Let $G$ be a group and let $N$ and $H$ be two subgroups of $G$. We say that $G$ is the semi-direct product of $N$ and $H$, written $G=N \rtimes H$, if the following conditions hold:
(1) $N$ is a normal subgroup of $G$.
(2) $G=N H$.
(3) $N \cap H=\{e\}$, where $e$ is the identity element of $G$.

The every element $g \in G$ has a unique factorization $g=n h$, with $n \in N$ and $h \in H$.

The multiplication operation in $G$ is defined as follows. If $g_{1}=n_{1} h_{1}$ and $g_{2}=n_{2} h_{2}$ with $n_{1}, n_{2} \in N$ and $h_{1}, h_{2} \in H$, then

$$
\begin{equation*}
g_{1} g_{2}=\left(n_{1} h_{1}\right)\left(n_{2} h_{2}\right)=\left(n_{1}\left[h_{1} n_{2} h_{1}^{-1}\right]\right)\left(h_{1} h_{2}\right) . \tag{mult1}
\end{equation*}
$$

The inverse of $g=n h$ is given by

$$
\begin{equation*}
(n h)^{-1}=\left(h^{-1} n^{-1} h\right) h^{-1} . \tag{inv1}
\end{equation*}
$$

Remark: Definition 1.5 is sometimes called the definition of an internal semi-direct product.

In the special of a semi-direct product $G=N \rtimes H$ where

$$
n h=h n \quad \text { for all } n \in N \text { and all } h \in H,
$$

we call $G$ the direct product of $N$ and $H$, denoted $N \times H$.

In this case,

$$
h n h^{-1}=n h h^{-1}=n
$$

so the multiplication operation in $G$ is given by

$$
\begin{equation*}
g_{1} g_{2}=\left(n_{1} h_{1}\right)\left(n_{2} h_{2}\right)=\left(n_{1} n_{2}\right)\left(h_{1} h_{2}\right) \tag{mult2}
\end{equation*}
$$

and the inverse of $n h$ is given by

$$
\begin{equation*}
(n h)^{-1}=n^{-1} h^{-1} \tag{inv2}
\end{equation*}
$$

Observe that both $N$ and $H$ are normal in $N \times H$.

Remark: Technicaly, this is an internal direct product.

## Example 1.14.

1. The group $\mathbf{S E}(n)$ is the semidirect product $\mathbb{R}^{n} \rtimes \mathbf{S O}(n)$.

To be precise $\mathbf{S E}(n)$ is the group $\mathcal{T} \rtimes \mathcal{R}$, and since $\mathcal{T} \simeq \mathbb{R}^{n}$ and $\mathcal{R} \simeq \mathbf{S O}(n)$, the group $\mathbf{S E}(n)$ is isomorphic to $\mathbb{R}^{n} \rtimes \mathrm{SO}(n)$.
2. The subgroup $\left\{I_{2 n+1},-I_{2 n+1}\right\}$ is normal in $\mathbf{O}(2 n+1)$ and the group $\mathbf{O}(2 n+1)$ is isomorphic to the direct product $\left\{I_{2 n+1},-I_{2 n+1}\right\} \times \mathbf{S O}(2 n+1)$ (check this).
3. The subgroup $\left\{I_{2 n}, J_{2 n}\right\}$ (where $J_{2 n}$ is defined in Example 1.4) is not a normal subgroup of $\mathbf{O}(2 n)$ (check this), and in general $J_{2 n} Q \neq Q J_{2 n}$ for $Q \in \mathbf{S O}(2 n)$.

However, $\mathbf{O}(2 n)$ is isomorphic to the semi-direct product $\mathbf{S O}(2 n) \rtimes\left\{I_{2 n}, J_{2 n}\right\}$ (check this).

Sometimes it is more convenient to define the notion of semi-direct product of two groups $N$ and $H$ not assumed to be subgroups of a group $G$ given ahead of time.

The key point is that in Definition 1.6, since $N$ is normal in $G$, there is a homomorphism $i: H \rightarrow \operatorname{Aut}(N)$ of $H$ in the group $\operatorname{Aut}(N)$ of automorphims of $N$ given by

$$
i(h)(n)=h n h^{-1}, \quad h \in H, n \in N
$$

This leads to the definition below.

Definition 1.6. Let $N$ and $H$ be two groups and let $\tau: H \rightarrow \operatorname{Aut}(N)$ be a homomorphism of $H$ in the group Aut $(N)$ of automorphims of $N$. The semi-direct product of $N$ and $H$, written $N \rtimes H$, is the set $N \times H$ with the multiplication operation

$$
\begin{equation*}
\left(n_{1}, h_{1}\right)\left(n_{2}, h_{2}\right)=\left(n_{1} \tau\left(h_{1}\right)\left(n_{2}\right), h_{1} h_{2}\right) \tag{mult3}
\end{equation*}
$$

for all $n_{1}, n_{2} \in N$ and all $h_{1}, h_{2} \in H$. The identity element is $\left(e_{N}, e_{H}\right)$ and the inverse of $(n, h) \in N \times H$ is given by

$$
\begin{equation*}
(n, h)^{-1}=\left(\tau\left(h^{-1}\right)\left(n^{-1}\right), h^{-1}\right) \tag{inv3}
\end{equation*}
$$

The group $N \rtimes H$ defined in Definition 1.6 is sometimes called an external semi-direct product.

It can be shown that Definition 1.5 and Definition 1.6 are equivalent; see Gallier and Quaintance (Diffential Geometrt and Lie Groups, Vol I).

In practice we use the definition that is most convenient for the task at hand.

Example 1.15. Going back to $\mathbf{S E}(n)$, the group $\mathbf{S O}(n)$ acts on $\mathbb{R}^{n}$ by the homomorphism $\tau: \mathbf{S O}(n) \rightarrow \mathbf{G L}\left(\mathbb{R}^{n}\right)$ given by

$$
\tau(Q)(x)=Q x, \quad Q \in \mathbf{S O}(n), x \in \mathbb{R}^{n}
$$

The multiplication on $\mathbb{R}^{n} \rtimes \mathbf{S O}(n)$ is given by

$$
\left(t_{1}, Q_{1}\right)\left(t_{2}, Q_{2}\right)=\left(t_{1}+Q_{1} t_{2}, Q_{1} Q_{2}\right),
$$

and the inverse of $(t, Q)$ is

$$
(t, Q)^{-1}=\left(-Q^{-1} t, Q^{-1}\right)=\left(-Q^{\top} t, Q^{\top}\right) .
$$

The reader should reconcile these definitions with the definitions given for $\mathbf{S E}(n)$ as the internal semi-direct product $\mathcal{T} \rtimes \mathcal{R}$ using the action of $\mathcal{R} \simeq \mathbf{S O}(n)$ on $\mathcal{T} \simeq \mathbb{R}^{n}$ given by Equation

$$
\widehat{Q} \widehat{y}(\widehat{Q})^{-1}=\widehat{Q y}
$$

from Example 1.5.

There is also a notion of external direct product corresonding to the case where $\tau: H \rightarrow \operatorname{Aut}(N)$ is the trival map given by $\tau(h)(n)=n$.

Definition 1.7. Let $H$ and $K$ be two groups The (external) direct product of $H$ and $K$, written $H \times K$, is the set $H \times K$ with the multiplication operation

$$
\begin{equation*}
\left(h_{1}, k_{1}\right)\left(h_{2}, k_{2}\right)=\left(h_{1} h_{2}, k_{1} k_{2}\right) \tag{mult3}
\end{equation*}
$$

for all $h_{1}, h_{2} \in H$ and all $k_{1}, k_{2} \in K$. The identity element is $\left(e_{H}, e_{K}\right)$ and the inverse of $(h, k) \in H \times K$ is given by

$$
\begin{equation*}
(h, k)^{-1}=\left(h^{-1}, k^{-1}\right) \tag{inv4}
\end{equation*}
$$

### 1.2 Group Actions: Part I, Definitions and Examples

If $X$ is a set (usually, some kind of geometric space, for example, the sphere in $\mathbb{R}^{3}$, the upper half-plane, etc.), the "symmetries" of $X$ are often captured by the action of a group, $G$, on $X$.

In fact, if $G$ is a Lie group and the action satisfies some simple properties, the set $X$ can be given a manifold structure which makes it a projection (quotient) of $G$, a so-called "homogeneous space."

Definition 1.8. Given a set, $X$, and a group, $G$, a left action of $G$ on $X$ (for short, an action of $G$ on $X$ ) is a function, $\rho: G \times X \rightarrow X$, such that
(1) For all $g, h \in G$ and all $x \in X$,

$$
\rho(g, \rho(h, x))=\rho(g h, x)
$$

(2) For all $x \in X$,

$$
\rho(1, x)=x
$$

where $1 \in G$ is the identity element of $G$.

To alleviate the notation, we usually write $g \cdot x$ or even $g x$ for $\rho(g, x)$, in which case, the above axioms read:
(1) For all $g, h \in G$ and all $x \in X$,

$$
g \cdot(h \cdot x)=g h \cdot x
$$

(2) For all $x \in X$,

$$
1 \cdot x=x .
$$

The set $X$ is called a (left) $G$-set.

The action $\rho$ is faithful or effective iff for every $g$, if $g \cdot x=x$ for all $x \in X$, then $g=1$;
the action $\rho$ is transitive iff for any two elements $x, y \in$ $X$, there is some $g \in G$ so that $g \cdot x=y$.

Given an action, $\rho: G \times X \rightarrow X$, for every $g \in G$, we have a function, $\rho_{g}: X \rightarrow X$, defined by

$$
\rho_{g}(x)=g \cdot x, \quad \text { for all } x \in X .
$$

Observe that $\rho_{g}$ has $\rho_{g^{-1}}$ as inverse.
Therefore, $\rho_{g}$ is a bijection of $X$, i.e., a permutation of $X$.

Moreover, we check immediately that

$$
\rho_{g} \circ \rho_{h}=\rho_{g h},
$$

so, the map $g \mapsto \rho_{g}$ is a group homomorphism from $G$ to $\mathfrak{S}_{X}$, the group of permutations of $X$.

With a slight abuse of notation, this group homomorphism $G \longrightarrow \mathfrak{S}_{X}$ is also denoted $\rho$.

Conversely, it is easy to see that any group homomorphism, $\rho: G \rightarrow \mathfrak{S}_{X}$, yields a group action
$\cdot G \times X \longrightarrow X$, by setting

$$
g \cdot x=\rho(g)(x)
$$

Observe that an action, $\rho$, is faithful iff the group homomorphism, $\rho: G \rightarrow \mathfrak{S}_{X}$, is injective.

Also, we have $g \cdot x=y$ iff $g^{-1} \cdot y=x$.
If $X=V$ is a vector space and if each bijection $\rho_{g}: V \rightarrow V$ is a linear map (necessarily invertible), then we say that $\rho: G \times V \rightarrow V$ is a linear representation of $G$ in $V$.

In this case the map $\rho \mapsto \rho_{g}$ is a homomorphism from the group $G$ to the vector space $\mathbf{G L}(V)$ of invertible linear maps on $V$, so with a slight abuse of notation and language we say that a linear representation is a homomorphism

$$
\rho: G \rightarrow \mathbf{G L}(V)
$$

For every $g \in G$, the map $\rho_{g}$ is an invertible linear map in $\mathbf{G L}(V)$, so for every vector $u \in V, \rho_{g}(u)$ is alo a vector in $V$.

If $G$ is an infinite group or if $V$ is infinite-dimensional, we need some continuity conditions. We should also specify whether $V$ is a real or a complex vector space. Complex vector spaces yield a nicer theory. For now we ignore these issues.

Definition 1.9. Given two $G$-sets, $X$ and $Y$, a function $f: X \rightarrow Y$ is said to be equivariant, or a $G$-map iff for all $x \in X$ and all $g \in G$, we have

$$
f(g \cdot x)=g \cdot f(x) .
$$

Equivalently, if the $G$-actions are denoted by $\rho: G \times X \rightarrow X$ and $\tau: G \times Y \rightarrow Y$, we have the following commutative diagram for all $g \in G$ :


Example 1.16. Equivariance of lifted correlations is a good example.

Here $G=\mathbb{R}^{2} \rtimes \mathbf{S O}(2)=\mathbf{S E}(2)$, we represent a rotation $R_{\theta} \in \mathbf{S O}(2)$ by the angle $\theta$, an element of $\mathbf{S E}(2)$ either by the pair $\left(x, R_{\theta}\right)$ or simply $(x, \theta)$ (with $\left.x \in \mathbb{R}^{2}\right)$,
$X=\mathrm{L}^{2}\left(\mathbb{R}^{2}\right), Y=\mathrm{L}^{2}(\mathbf{S E}(2))$.
For a kernel $k \in \mathrm{~L}^{1}\left(\mathbb{R}^{2}\right)$ (with compact support), the lifted correlation $k \widetilde{\star} f$ is defined by

$$
(k \widetilde{\star} f)(x, \theta)=\int_{\mathbb{R}^{2}} f(t) k\left(R_{-\theta}(t-x)\right) d t
$$

The lifted correlation defines a linear map $\Phi: \mathrm{L}^{2}\left(\mathbb{R}^{2}\right) \rightarrow \mathrm{L}^{2}(\mathbf{S E}(2))$ given by

$$
\Phi(f)=k \widetilde{\star} f, \quad f \in \mathrm{~L}^{2}\left(\mathbb{R}^{2}\right)
$$

We have the left-regular representation $\mathbf{R}^{\mathbf{S O}(2) \rightarrow \mathrm{L}^{2}\left(\mathbb{R}^{2}\right)}$ of $\mathbf{S O}(2)$ on $L^{2}\left(\mathbb{R}^{2}\right)$ given by

$$
\begin{aligned}
\left(\mathbf{R}_{R_{\varphi}}^{\mathrm{SO}(2) \rightarrow \mathrm{L}^{2}\left(\mathbb{R}^{2}\right)} f\right)(t)= & f\left(R_{-\varphi}(t)\right) \\
& t \in \mathbb{R}^{2}, f \in \mathrm{~L}^{2}\left(\mathbb{R}^{2}\right), R_{\varphi} \in \mathbf{S O}(2)
\end{aligned}
$$

and the left-regular representation $\mathbf{R}^{\mathrm{SO}(2) \rightarrow \mathrm{L}^{2}(\mathrm{SE}(2))}$ of $\mathbf{S O}(2)$ on $\mathrm{L}^{2}(\mathbf{S E}(2))$ given by
$\left(\mathbf{R}_{R_{\varphi}}^{\mathbf{S O}(2) \rightarrow \mathrm{L}^{2}(\mathbf{S E}(2))} g\right)(x, \theta)=g\left(R_{-\varphi} x, \theta-\varphi\right)$, $(x, \theta) \in \mathbf{S E}(2)$,
$g \in \mathrm{~L}^{2}(\mathbf{S E}(2)), R_{\varphi} \in \mathbf{S O}(2)$.

Note: Erik Bekkers uses $\mathcal{L}$ instead of $\mathbf{R}$.

Equivariance means that the following diagram commutes

for all $R_{\varphi} \in \mathbf{S O}(2)$, or equivalently that

$$
\Phi \circ \mathbf{R}_{R_{\varphi}}^{\mathrm{SO}(2) \rightarrow \mathrm{L}^{2}\left(\mathbb{R}^{2}\right)}=\mathbf{R}_{R_{\varphi}}^{\mathrm{SO}(2) \rightarrow \mathrm{L}^{2}(\mathrm{SE}(2))} \circ \Phi
$$

for all $R_{\varphi} \in \mathbf{S O}(2)$.
This is indeed the case!

We can also define a right action,
$\cdot X \times G \rightarrow X$, of a group $G$ on a set $X$, as a map satisfying the conditions
(1) For all $g, h \in G$ and all $x \in X$,

$$
(x \cdot g) \cdot h=x \cdot g h
$$

(2) For all $x \in X$,

$$
x \cdot 1=x
$$

However, one change is necessary. For every $g \in G$, the map $\rho_{g}: X \rightarrow X$ must be defined as

$$
\rho_{g}(x)=x \cdot g^{-1}
$$

in order for the map $g \mapsto \rho_{g}$ from $G$ to $\mathfrak{S}_{X}$ to be a homomorphism $\left(\rho_{g} \circ \rho_{h}=\rho_{g h}\right)$.

Conversely, given a homomorphism $\rho: G \rightarrow \mathfrak{S}_{X}$, we get a right action $\cdot: X \times G \longrightarrow X$ by setting

$$
x \cdot g=\rho\left(g^{-1}\right)(x) .
$$

Every notion defined for left actions is also defined for right actions, in the obvious way.

Here are some examples of (left) group actions.

## Example 1.17.

1. The rotation group $\mathbf{S O}(2)$ acts on the plane $\mathbb{R}^{2}$ by rotatating points, namely if $R_{\theta} \in \mathbf{S O}(2)$ and $x \in \mathbb{R}^{2}$, then

$$
R_{\theta} \cdot x=R_{\theta} x
$$

This action is not transitive.
2. More generally, the orthogonal group $\mathbf{S O}(n)$ acts on $\mathbb{R}^{n}$ namely if $R \in \mathbf{S O}(n)$ and $x \in \mathbb{R}^{n}$, then

$$
R \cdot x=R x
$$

This action is not transitive.
3. The group $\mathbf{S E}(n)$ acts on $\mathbb{R}^{n}$ namely if

$$
g=\left(\begin{array}{cc}
R & t \\
0 & 1
\end{array}\right), \in \mathbf{S E}(n), R \in \mathbf{S O}(n), t \in \mathbb{R}^{n}
$$

and $x \in \mathbb{R}^{n}$, then

$$
g \cdot x=R x+t
$$

a rotation followed by a translation.

It is easy to check that it is indeed an action and that it is transitive.

Example 1.18. The unit sphere $S^{2}$ (more generally, $S^{n-1}$ ).

Recall that for any $n \geq 1$, the (real) unit sphere, $S^{n-1}$, is the set of points in $\mathbb{R}^{n}$ given by

$$
S^{n-1}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid x_{1}^{2}+\cdots+x_{n}^{2}=1\right\}
$$

In particular, $S^{2}$ is the usual sphere in $\mathbb{R}^{3}$.
Since the group $\mathbf{S O}(3)=\mathbf{S O}(3, \mathbb{R})$ consists of (orientation preserving) linear isometries, i.e., linear maps that are distance preserving (and of determinant +1 ), and every linear map leaves the origin fixed, we see that any rotation maps $S^{2}$ into itself.
(2) Beware that this would be false if we considered the group of affine isometries, $\mathbf{S E}(3)$, of $\mathbb{E}^{3}$. For example, a screw motion does not map $S^{2}$ into itself, even though it is distance preserving, because the origin is translated.

Thus, we have an action, $\cdot: \mathbf{S O}(3) \times S^{2} \rightarrow S^{2}$, given by

$$
R \cdot x=R x
$$

The verification that the above is indeed an action is trivial. This action is transitive; see Figure 1.1.


Figure 1.1: The rotation which maps $x$ to $y$.

Similarly, for any $n \geq 1$, we get an action,

$$
\cdot: \mathbf{S O}(n) \times S^{n-1} \rightarrow S^{n-1}
$$

It is easy to show that this action is transitive.

Example 1.19. The groups $\mathbf{S U}(2)$ and $\mathbf{S O}(3)$ are intimately related by the adjoint representation that we define next.

Details can be found in Gallier and Quaintance [9] (Chapter 15) and Gallier [8] (Chapter 9).

The group of unit quaternions $\mathbf{S U}(2)$ is the group of $2 \times 2$ complex matrices $q$ of the form
$q=\left(\begin{array}{cc}a+i b & c+i d \\ -(c-i d) & a-i b\end{array}\right), a, b, c, d \in \mathbb{R}, a^{2}+b^{2}+c^{2}+d^{2}=1$.

If we get rid of the condition $a^{2}+b^{2}+c^{2}+d^{2}=1$, the set of all matrices $X$ of the form

$$
X=\left(\begin{array}{cc}
a+i b & c+i d \\
-(c-i d) & a-i b
\end{array}\right), \quad a, b, c, d \in \mathbb{R}
$$

is a real vector space which turns out to be closed under multiplication and in which every nonzero element has a multiplicative inverse.

It is the skew-field (noncommutative field) of quaternions, denoted $\mathbb{H}$.

If we write $\alpha=a+i b$ and $\beta=c+i d$, then a matrix $q \in \mathbf{S U}(2)$ can be written as

$$
q=\left(\begin{array}{cc}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right), \quad \text { with } \quad|\alpha|^{2}+|\beta|^{2}=1
$$

Since the matrices in $\mathbf{S U}(2)$ are unitary, the inverse of $q$ is $q^{*}$, given by

$$
q^{*}=\left(\begin{array}{cc}
\bar{\alpha} & -\beta \\
\bar{\beta} & \alpha
\end{array}\right)
$$

The group $\mathbf{S U}(2)$ is a Lie group whose Lie algebra $\mathfrak{s u}(2)$ is defined as follows.

Definition 1.10. The (real) vector space $\mathfrak{s u}(2)$ of $2 \times 2$ skew Hermitian matrices with zero trace is given by

$$
\mathfrak{s u}(2)=\left\{\left.\left(\begin{array}{cc}
i x & y+i z \\
-y+i z & -i x
\end{array}\right) \right\rvert\,(x, y, z) \in \mathbb{R}^{3}\right\} .
$$

Observe that for every matrix $A \in \mathfrak{s u}(2)$, we have $A^{*}=-A$, that is, $A$ is skew Hermitian, and that $\operatorname{tr}(A)=0$.

Also note that $\mathfrak{s u}(2) \subseteq \mathbb{H}$. The quaternions in $\mathfrak{s u}(2)$ are also called pure quaternions (they have no "real part" a).

We define a hermitian inner product on $\mathfrak{s u}(2)$ as follows:

$$
\langle A, B\rangle=\operatorname{tr}\left(B^{*} A\right), A, B \in \mathfrak{s u}(2) .
$$

Definition 1.11. The adjoint representation of the group $\mathbf{S U}(2)$ is the group homomorphism

$$
\mathrm{Ad}: \mathbf{S U}(2) \rightarrow \mathbf{G L}(\mathfrak{s u}(2))
$$

defined such that for every $q \in \mathbf{S U}(2)$, with

$$
q=\left(\begin{array}{cc}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right) \in \mathbf{S U}(2)
$$

we have

$$
\operatorname{Ad}_{q}(A)=q A q^{*}, \quad A \in \mathfrak{s u}(2),
$$

where $q^{*}$ is the inverse of $q$.

One needs to verify that the map $\mathrm{Ad}_{q}$ is an invertible linear map from $\mathfrak{s u}(2)$ to itself, and that Ad is a group homomorphism, which is easy to do.

It can be shown, but this is a little harder to prove, that $\operatorname{Ad}_{q} \in \mathbf{S O}(\mathfrak{s u}(2))$. It preserves the hermitian inner product on $\mathfrak{s u}(2)$ and it has determinant +1 . It is a rotation of the vector space $\mathfrak{s u}(2)$ !

In order to associate a rotation $\rho_{q}$ (in $\left.\mathbf{S O}(3)\right)$ to $q$, we need to embed $\mathbb{R}^{3}$ into $\mathfrak{s u}(2) \subseteq \mathbb{H}$ as the pure quaternions, by

$$
\operatorname{su}(x, y, z)=\left(\begin{array}{cc}
i x & y+i z \\
-y+i z & -i x
\end{array}\right), \quad(x, y, z) \in \mathbb{R}^{3}
$$

Then $q$ defines the rotation $\rho_{q} \in \mathbf{S O}(3)$ given by

$$
\rho_{q}(x, y, z)=\operatorname{su}^{-1}\left(q \operatorname{su}(x, y, z) q^{*}\right)
$$

Therefore, modulo the isomorphism su, the linear map $\rho_{q}$ is the linear isomorphism $\mathrm{Ad}_{q}$.

Now the reason why this is interesting is summarized in the following result proven in Gallier [8] (Chapter 9).

Theorem 1.1. Let $\rho: \mathbf{S U}(2) \rightarrow \mathbf{S O}(3)$ be the map given by
$\rho_{q}(x, y, z)=\operatorname{su}^{-1}\left(q \operatorname{su}(x, y, z) q^{*}\right), q \in \mathbf{S U}(2),(x, y, z) \in \mathbb{R}^{3}$.

The map $\rho: \mathbf{S U}(2) \rightarrow \mathbf{S O}(3)$ is a surjective homomorphism whose kernel is $\{I,-I\}$.

If
$q=\left(\begin{array}{cc}a+i b & c+i d \\ -(c-i d) & a-i b\end{array}\right), a, b, c, d \in \mathbb{R}, a^{2}+b^{2}+c^{2}+d^{2}=1$,
let $u=(b, c, d)$.

We have $\rho_{q}=I_{3}$ iff $u=(b, c, d)=0$ iff $|a|=1$.
If $u \neq 0$, then either $a=0$ and $\rho_{q}$ is a rotation by $\pi$ around the axis of rotation determined by the vector $u=(b, c, d)$, or
$0<|a|<1$ and $\rho_{q}$ is the rotation around the axis of rotation determined by the vector $u=(b, c, d)$ and the angle of rotation $\theta \neq \pi$ with $0<\theta<2 \pi$, is given by

$$
\tan (\theta / 2)=\frac{\|u\|}{a}
$$

Here we are assuming that a basis $\left(w_{1}, w_{2}\right)$ has been chosen in the plane orthogonal to $u=(b, c, d)$ such that $\left(w_{1}, w_{2}, u\right)$ is positively oriented, that is, $\operatorname{det}\left(w_{1}, w_{2}, u\right)>0$ (where $w_{1}, w_{2}, u$ are expressed over the canonical basis $\left(e_{1}, e_{2}, e_{3}\right)$, which is chosen to define positive orientation).

Remark: Under the orientation defined above, we have

$$
\cos (\theta / 2)=a, \quad 0<\theta<2 \pi
$$

Note that the condition $0<\theta<2 \pi$ implies that $\theta$ is uniquely determined by the above equation.

This is not the case if we choose $\pi$ such that $-\pi<\theta<\pi$ since both $\theta$ and $-\theta$ satisfy the equation, and this shows why the condition $0<\theta<2 \pi$ is preferable.

## Example 1.20. The upper half-plane.

The upper half-plane, $H$, is the open subset of $\mathbb{R}^{2}$ consisting of all points, $(x, y) \in \mathbb{R}^{2}$, with $y>0$.

It is convenient to identify $H$ with the set of complex numbers, $z \in \mathbb{C}$, such that $\Im z>0$. Then, we can define an action,

$$
\cdot \mathbf{S L}(2, \mathbb{R}) \times H \rightarrow H
$$

as follows:

For any $z \in H$, for any $A \in \mathbf{S L}(2, \mathbb{R})$,

$$
A \cdot z=\frac{a z+b}{c z+d},
$$

where

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

with $a d-b c=1$.
It is easily verified that $A \cdot z$ is indeed always well defined and in $H$ when $z \in H$. This action is transitive (check this).

Maps of the form

$$
z \mapsto \frac{a z+b}{c z+d}
$$

where $z \in \mathbb{C}$ and $a d-b c=1$, are called Möbius transformations.

Here, $a, b, c, d \in \mathbb{R}$, but in general, we allow $a, b, c, d \in$ $\mathbb{C}$. Actually, these transformations are not necessarily defined everywhere on $\mathbb{C}$, for example, for $z=-d / c$ if $c \neq 0$.

To fix this problem, we add a "point at infinity", $\infty$, to $\mathbb{C}$ and define Möbius transformations as functions $\mathbb{C} \cup\{\infty\} \longrightarrow \mathbb{C} \cup\{\infty\}$.

If $c=0$, the Möbius transformation sends $\infty$ to itself, otherwise, $-d / c \mapsto \infty$ and $\infty \mapsto a / c$.

The space $\mathbb{C} \cup\{\infty\}$ can be viewed as the plane, $\mathbb{R}^{2}$, extended with a point at infinity.

Using a stereographic projection from the sphere $S^{2}$ to the plane, (say from the north pole to the equatorial plane), we see that there is a bijection between the sphere, $S^{2}$, and $\mathbb{C} \cup\{\infty\}$.

More precisely, the stereographic projection $\sigma_{N}$ of the sphere $S^{2}$ from the north pole, $N=(0,0,1)$, to the plane $z=0$ (extended with the point at infinity, $\infty$ ) is given by
$(x, y, z) \in S^{2}-\{(0,0,1)\} \mapsto\left(\frac{x}{1-z}, \frac{y}{1-z}\right)=\frac{x+i y}{1-z}$,
with $(0,0,1) \mapsto \infty$.

The inverse stereographic projection is given by

$$
(x, y) \mapsto\left(\frac{2 x}{x^{2}+y^{2}+1}, \frac{2 y}{x^{2}+y^{2}+1}, \frac{x^{2}+y^{2}-1}{x^{2}+y^{2}+1}\right)
$$

with $\infty \mapsto(0,0,1)$.

Intuitively, the inverse stereographic projection "wraps" the equatorial plane around the sphere. The space $\mathbb{C} \cup\{\infty\}$ is known as the Riemann sphere.

We will see shortly that $\mathbb{C} \cup\{\infty\} \cong S^{2}$ is also the complex projective line, $\mathbb{C P}^{1}$.

In summary, Möbius transformations are bijections of the Riemann sphere. It is easy to check that these transformations form a group under composition for all $a, b, c, d \in$ $\mathbb{C}$, with $a d-b c=1$.

This is the Möbius group, denoted $\mathbf{M o ̈ b}{ }^{+}$.
The Möbius transformations corresponding to the case $a, b, c, d \in \mathbb{R}$, with $a d-b c=1$ form a subgroup of $\mathbf{M o ̈ b}{ }^{+}$denoted $\mathbf{M} \mathbf{0} \mathbf{b}_{\mathbb{R}}^{+}$.

The map from $\mathbf{S L}(2, \mathbb{C})$ to $\mathbf{M o ̈ b}{ }^{+}$that sends $A \in \mathbf{S L}(2, \mathbb{C})$ to the corresponding Möbius transformation is a surjective group homomorphism and one checks easily that its kernel is $\{-I, I\}$ (where $I$ is the $2 \times 2$ identity matrix).

Therefore, the Möbius group $\mathbf{M o ̈ b}{ }^{+}$is isomorphic to the quotient group $\mathbf{S L}(2, \mathbb{C}) /\{-I, I\}$, denoted $\mathbf{P S L}(2, \mathbb{C})$.

This latter group turns out to be the group of projective transformations of the projective space $\mathbb{C P}{ }^{1}$.

The same reasoning shows that the subgroup $\mathbf{M o ̈ b} \mathbf{b}_{\mathbb{R}}^{+}$is isomorphic to $\mathbf{S L}(2, \mathbb{R}) /\{-I, I\}$, denoted $\operatorname{PSL}(2, \mathbb{R})$.

Example 1.21. The Riemann sphere $\mathbb{C} \cup\{\infty\}$.
The group $\mathbf{S L}(2, \mathbb{C})$ acts on $\mathbb{C} \cup\{\infty\} \cong S^{2}$ the same way that $\mathbf{S L}(2, \mathbb{R})$ acts on $H$, namely: For any $A \in \mathbf{S L}(2, \mathbb{C})$, for any $z \in \mathbb{C} \cup\{\infty\}$,

$$
A \cdot z=\frac{a z+b}{c z+d}
$$

where

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \quad \text { with } \quad a d-b c=1
$$

This action is clearly transitive.

Example 1.22. The unit disk.
One may recall from complex analysis that the (complex) Möbius transformation

$$
z \mapsto \frac{z-i}{z+i}
$$

is a biholomorphic isomorphism between the upper half plane, $H$, and the open unit disk,

$$
D=\{z \in \mathbb{C}| | z \mid<1\} .
$$

As a consequence, it is possible to define a transitive action of $\mathbf{S L}(2, \mathbb{R})$ on $D$.

This can be done in a more direct fashion, using a group isomorphic to $\mathbf{S L}(2, \mathbb{R})$, namely, $\mathbf{S U}(1,1)$ (a group of complex matrices), but we don't want to do this right now.

Example 1.23. The unit Riemann sphere revisited.
Another interesting action is the action of $\mathbf{S U}(2)$ on the extended plane $\mathbb{C} \cup\{\infty\}$.

Recall that the group $\mathbf{S U}(2)$ consists of all complex matrices of the form

$$
A=\left(\begin{array}{cc}
\alpha & \beta \\
-\bar{\beta} & \bar{\alpha}
\end{array}\right) \quad \alpha, \beta \in \mathbb{C}, \quad \alpha \bar{\alpha}+\beta \bar{\beta}=1
$$

Let $X=\mathbb{C} \cup\{\infty\}$ and $G=\mathbf{S U}(2)$. The action
$\cdot: \mathbf{S U}(2) \times(\mathbb{C} \cup\{\infty\}) \rightarrow \mathbb{C} \cup\{\infty\}$ is given by

$$
A \cdot w=\frac{\alpha w+\beta}{-\bar{\beta} w+\bar{\alpha}}, \quad w \in \mathbb{C} \cup\{\infty\}
$$

Let us denote this action by $\Phi_{\mathbb{C}}$.

The action $\Phi_{\mathbb{C}}$ is transitive.

The proof relies on the fact that there is another action $\Phi_{S^{2}}: \mathbf{S U}(2) \times S^{2} \rightarrow S^{2}$ such that $\left(\Phi_{S^{2}}\right)_{A} \in \mathbf{S O}(3)$ for all $A \in \mathbf{S U}(2)$, that

$$
\left(\Phi_{\mathbb{C}}\right)_{A}=\sigma_{N} \circ\left(\Phi_{S^{2}}\right)_{A} \circ \sigma_{N}^{-1}
$$

and the fact that the map $\rho: \mathbf{S U}(2) \rightarrow \mathbf{S O}(3)$ defined by $\rho(A)=\left(\Phi_{S^{2}}\right)_{A}$ is a surjective group homomorphism.

Then we use the transitivity of the action of $\mathbf{S O}(3)$ on $S^{2}$.

Using the stereographic projection $\sigma_{N}$ from $S^{2}$ onto $\mathbb{C} \cup$ $\{\infty\}$ and its inverse $\sigma_{N}^{-1}$, we define an action $\Phi_{S^{2}}: \mathbf{S U}(2) \times S^{2} \rightarrow S^{2}$ of $\mathbf{S U}(2)$ on $S^{2}$ by

$$
\left(\Phi_{S^{2}}\right)_{A}(x, y, z)=\sigma_{N}^{-1}\left(\left(\Phi_{\mathbb{C}}\right)_{A}\left(\sigma_{N}(x, y, z)\right)\right), \quad(x, y, z) \in S^{2}
$$

By definition we have

$$
\left(\Phi_{S^{2}}\right)_{A}=\sigma_{N}^{-1} \circ\left(\Phi_{\mathbb{C}}\right)_{A} \circ \sigma_{N}
$$

and so

$$
\left(\Phi_{\mathbb{C}}\right)_{A}=\sigma_{N} \circ\left(\Phi_{S^{2}}\right)_{A} \circ \sigma_{N}^{-1}
$$

Although this is not immediately obvious, it turns out that the map $\left(\Phi_{S^{2}}\right)_{A}$ resulting from the action of $\mathbf{S U}(2)$ on $S^{2}$ is the restriction of a linear map $\rho(A)$ to $S^{2}$, and since this linear map preserves $S^{2}$, it is an orthogonal transformations.

Thus, we obtain a continuous (in fact, smooth) group homomorphism

$$
\rho: \mathbf{S U}(2) \rightarrow \mathbf{O}(3)
$$

where $\rho(A)$ is the orthogonal transformation associated with $\left(\Phi_{S^{2}}\right)_{A}$.

Since $\mathbf{S U}(2)$ is connected and $\rho$ is continuous, the image of $\mathbf{S U}(2)$ is contained in the connected component of $I$ in $\mathbf{O}(3)$, namely $\mathbf{S O}(3)$, so $\rho$ is a homomorphism

$$
\rho: \mathbf{S U}(2) \rightarrow \mathbf{S O}(3)
$$

This homomorphism is surjective and its kernel is $\{I,-I\}$; see Theorem 1.1. The upshot is that we have an isomorphism

$$
\mathbf{S O}(3) \cong \mathbf{S U}(2) /\{I,-I\}
$$

The fact that the action $\Phi_{\mathbb{C}}$ is transitive follows the surjectivity of $\rho: \mathbf{S U}(2) \rightarrow \mathbf{S O}(3)$, the fact that

$$
\left(\Phi_{\mathbb{C}}\right)_{A}=\sigma_{N} \circ \rho(A) \circ \sigma_{N}^{-1}
$$

and the transitivity of the action of $\mathbf{S O}(3)$ on $S^{2}$.

If we write $\alpha=a+i b$ and $\beta=c+i d$, a rather tedious computation yields

$$
\begin{aligned}
& \rho(A)= \\
& \left(\begin{array}{ccc}
a^{2}-b^{2}-c^{2}+d^{2} & -2 a b-2 c d & -2 a c+2 b d \\
2 a b-2 c d & a^{2}-b^{2}+c^{2}-d^{2} & -2 a d-2 b c \\
2 a c+2 b d & 2 a d-2 b c & a^{2}+b^{2}-c^{2}-d^{2}
\end{array}\right)
\end{aligned}
$$

One can check that $\rho(A)$ is indeed a rotation matrix which represents the rotation whose axis is the line determined by the vector $(d,-c, b)$ and whose angle $\theta \in[0,2 \pi)$ is determined by

$$
\cos \frac{\theta}{2}=a .
$$

Remark: If we use the right action of $\mathbf{S U ( 2 )}$ on $\mathbb{C} \cup$ $\{\infty\}$ given by

$$
A^{\top} \cdot w=\frac{\alpha w-\bar{\beta}}{\beta w+\bar{\alpha}}, \quad w \in \mathbb{C} \cup\{\infty\},
$$

the effect is to change $b$ to $-b$ and then $\rho(A)$ is the rotation of axis $(d, c, b)$ and same angle $\theta \in[0,2 \pi)$ as before.

Example 1.24. The set of $n \times n$ symmetric, positive, definite matrices, $\mathbf{S P D}(n)$.

The group $\mathbf{G L}(n)=\mathbf{G L}(n, \mathbb{R})$ acts on $\mathbf{S P D}(n)$ as follows: For all $A \in \mathbf{G L}(n)$ and all $S \in \mathbf{S P D}(n)$,

$$
A \cdot S=A S A^{\top}
$$

It is easily checked that $A S A^{\top}$ is in $\mathbf{S P D}(n)$ if $S$ is in $\operatorname{SPD}(n)$.

This action is transitive because every SPD matrix, $S$, can be written as $S=A A^{\top}$, for some invertible matrix, $A$ (prove this as an exercise).

## Example 1.25. The projective spaces $\mathbb{R P}^{n}$ and $\mathbb{C P}^{n}$.

The (real) projective space, $\mathbb{R P}^{n}$, is the set of all lines through the origin in $\mathbb{R}^{n+1}$, i.e., the set of one-dimensional subspaces of $\mathbb{R}^{n+1}($ where $n \geq 0)$.

Since a one-dimensional subspace $L \subseteq \mathbb{R}^{n+1}$ is spanned by any nonzero vector $u \in L$, we can view $\mathbb{R P}^{n}$ as the set of equivalence classes of vectors in $\mathbb{R}^{n+1}-\{0\}$ modulo the equivalence relation,

$$
u \sim v \quad \text { iff } \quad v=\lambda u, \quad \text { for some } \quad \lambda \neq 0 \in \mathbb{R}
$$

In terms of this definition, there is a projection,

$$
p r: \mathbb{R}^{n+1}-\{0\} \rightarrow \mathbb{R P}^{n}
$$

given by $\operatorname{pr}(u)=[u]_{\sim}$, the equivalence class of $u$ modulo $\sim$.

Write $[u]$ for the line defined by the nonzero vector $u$.

Since every line, $L$, in $\mathbb{R}^{n+1}$ intersects the sphere $S^{n}$ in two antipodal points, we can view $\mathbb{R P}^{n}$ as the quotient of the sphere $S^{n}$ by identification of antipodal points. See Figures 1.2 and 1.3.


Figure 1.2: Three constructions for $\mathbb{R}^{1} \cong S^{1}$. Illustration (i.) applies the equivalence relation. Since any line through the origin, excluding the $x$-axis, intersects the line $y=1$, its equivalence class is represented by its point of intersection on $y=1$. Hence, $\mathbb{R} \mathbb{P}^{1}$ is the disjoint union of the line $y=1$ and the point of infinity given by the $x$-axis. Illustration (ii.) represents $\mathbb{R P}^{1}$ as the quotient of the circle $S^{1}$ by identification of antipodal points. Illustration (iii.) is a variation which glues the equatorial points of the upper semicircle.


Figure 1.3: Three constructions for $\mathbb{R P}^{2}$. Illustration (i.) applies the equivalence relation. Since any line through the origin which is not contained in the $x y$-plane intersects the plane $z=1$, its equivalence class is represented by its point of intersection on $z=1$. Hence, $\mathbb{R P}^{2}$ is the disjoint union of the plane $z=1$ and the copy of $\mathbb{R} \mathbb{P}^{1}$ provided by the $x y$-plane. Illustration (ii.) represents $\mathbb{R P}^{2}$ as the quotient of the sphere $S^{2}$ by identification of antipodal points. Illustration (iii.) is a variation which glues the antipodal points on boundary of the unit disk, which is represented as as the upper hemisphere.

We define an action of $\mathbf{S O}(n+1)$ on $\mathbb{R P}^{n}$ as follows: For any line, $L=[u]$, for any $R \in \mathbf{S O}(n+1)$,

$$
R \cdot L=[R u] .
$$

Since $R$ is linear, the line $[R u]$ is well defined, i.e., does not depend on the choice of $u \in L$. It is clear that this action is transitive.

The (complex) projective space, $\mathbb{C P}^{n}$, is defined analogously as the set of all lines through the origin in $\mathbb{C}^{n+1}$, i.e., the set of one-dimensional subspaces of $\mathbb{C}^{n+1}$ (where $n \geq 0$ ).

This time, we can view $\mathbb{C} \mathbb{P}^{n}$ as the set of equivalence classes of vectors in $\mathbb{C}^{n+1}-\{0\}$ modulo the equivalence relation,

$$
u \sim v \quad \text { iff } \quad v=\lambda u, \quad \text { for some } \quad \lambda \neq 0 \in \mathbb{C}
$$

We have the projection,

$$
\text { pr: } \mathbb{C}^{n+1}-\{0\} \rightarrow \mathbb{C P}^{n}
$$

given by $\operatorname{pr}(u)=[u]_{\sim}$, the equivalence class of $u$ modulo $\sim$.

Again, write $[u]$ for the line defined by the nonzero vector, $u$.

We define an action of $\mathbf{S U}(n+1)$ on $\mathbb{C P}^{n}$ as follows: For any line, $L=[u]$, for any $R \in \mathbf{S U}(n+1)$,

$$
R \cdot L=[R u] .
$$

Again, this action is well defined and it is transitive.

## Example 1.26. Affine spaces.

If $E$ is any (real) vector space and $X$ is any set, a transitive and faithful action, $\cdot: E \times X \rightarrow X$, of the additive group of $E$ on $X$ makes $X$ into an affine space.

The intuition is that the members of $E$ are translations.

Those familiar with affine spaces as in Gallier [8] (Chapter 2) or Berger [1] will point out that if $X$ is an affine space, then, not only is the action of $E$ on $X$ transitive, but more is true:

For any two points, $a, b \in E$, there is a unique vector, $u \in E$, such that $u \cdot a=b$.

By the way, the action of $E$ on $X$ is usually considered to be a right action and is written additively, so $u \cdot a$ is written $a+u$ (the result of translating $a$ by $u$ ).

Thus, it would seem that we have to require more of our action.

However, this is not necessary because $E$ (under addition) is abelian.

Proposition 1.2. If $G$ is an abelian group acting on a set $X$ and the action $\cdot: G \times X \rightarrow X$ is transitive and faithful, then for any two elements $x, y \in X$, there is a unique $g \in G$ so that $g \cdot x=y$ (the action is simply transitive).

More examples will be considered later.

### 1.3 Group Actions: Part II, Stabilizers and Homogeneous Spaces

The subset of group elements that leave some given element $x \in X$ fixed plays an important role.

Definition 1.12. Given an action, $\cdot: G \times X \rightarrow X$, of a group $G$ on a set $X$, for any $x \in X$, the group $G_{x}$ (also denoted $\left.\operatorname{Stab}_{G}(x)\right)$, called the stabilizer of $x$ or isotropy group at $x$ is given by

$$
G_{x}=\{g \in G \mid g \cdot x=x\}
$$

It is easy to verify that $G_{x}$ is indeed a subgroup of $G$.

In general, $G_{x}$ is not a normal subgroup.

Observe that

$$
G_{g \cdot x}=g G_{x} g^{-1}
$$

for all $g \in G$ and all $x \in X$.

Therefore, the stabilizers of $x$ and $g \cdot x$ are conjugate of each other.

When the action of $G$ on $X$ is transitive, for any fixed $x \in G$, the set $X$ is a quotient (as a set, not as group) of $G$ by $G_{x}$. action of a group $G$ on a set $X$, for every fixed $x \in X$, the surjection, $\pi: G \rightarrow X$, given by

$$
\pi(g)=g \cdot x
$$

induces a bijection

$$
\bar{\pi}: G / G_{x} \rightarrow X,
$$

where $G_{x}$ is the stabilizer of $x$. See Figure 1.4.


Figure 1.4: A schematic representation of $G / G_{x} \cong X$, where $G$ is the gray solid, $X$ is its purple circular base, and $G_{x}$ is the pink vertical strand. The dotted strands are the fibres $g G_{x}$.

The map $\pi: G \rightarrow X$ (corresponding to a fixed $x \in X$ ) is sometimes called a projection of $G$ onto $X$.

Proposition 1.3 shows that for every $y \in X$, the subset $\pi^{-1}(y)$, (called the fibre above $y$ ) is equal to some coset $g G_{x}$ of $G$, and thus is in bijection with the group $G_{x}$ itself.

We can think of $G$ as a moving family of fibres, $G_{x}$, parametrized by $X$.

This point of view of viewing a space as a moving family of simpler spaces is typical in (algebraic) geometry, and underlies the notion of (principal) fibre bundle.

Note that if the action $\cdot G \times X \rightarrow X$ is transitive, then the stabilizers $G_{x}$ and $G_{y}$ of any two elements $x, y \in X$ are isomorphic, as they as conjugates.

Thus, in this case, it is enough to compute one of these stabilizers for a "convenient" $x$.

Definition 1.13. A set, $X$, is said to be a homogeneous space if there is a transitive action, $\cdot: G \times X \rightarrow X$, of some group, $G$, on $X$.

We see that all the spaces of Example 1.18-1.26, are homogeneous spaces.

Another example that plays an important role when we deal with Lie groups is the situation where we have a group, $G$, a subgroup, $H$, of $G$ (not necessarily normal) and where $X=G / H$, the set of left cosets of $G$ modulo $H$.

The group $G$ acts on $G / H$ by left multiplication:

$$
a \cdot(g H)=(a g) H
$$

where $a, g \in G$. This action is clearly transitive and one checks that the stabilizer of $g H$ is $g H g^{-1}$.

If $G$ is a topological group and $H$ is a closed subgroup of $G$ (see later for an explanation), it turns out that $G / H$ is Hausdorff.

If $G$ is a Lie group, we obtain a manifold.
(2) Even if $G$ and $X$ are topological spaces and the action, $\cdot G \times X \rightarrow X$, is continuous, the space $G / G_{x}$ under the quotient topology is, in general, not homeomorphic to $X$.

We will give later sufficient conditions that insure that $X$ is indeed a topological space or even a manifold.

In particular, $X$ will be a manifold when $G$ is a Lie group.

In general, an action $\cdot G \times X \rightarrow X$ is not transitive on $X$, but for every $x \in X$, it is transitive on the set

$$
O(x)=G \cdot x=\{g \cdot x \mid g \in G\} .
$$

Such a set is called the orbit of $x$. The orbits are the equivalence classes of the following equivalence relation:

Definition 1.14. Given an action, $\cdot: G \times X \rightarrow X$, of some group, $G$, on $X$, the equivalence relation, $\sim$, on $X$ is defined so that, for all $x, y \in X$,

$$
x \sim y \quad \text { iff } \quad y=g \cdot x, \quad \text { for some } g \in G .
$$

For every $x \in X$, the equivalence class of $x$ is the orbit of $x$, denoted $O(x)$ or $G \cdot x$, with

$$
O(x)=G \cdot x=\{g \cdot x \mid g \in G\} .
$$

The set of orbits is denoted $X / G$.

We warn the reader that some authors use the notation $G \backslash X$ for the the set of orbits $G \cdot x$, because these orbits can be considered as right orbits, by analogy with right cosets $H g$ of a subgroup $H$ of $G$.

Example 1.27. Consider the action of the rotation group $\mathbf{S O}(2)$ on the plane $\mathbb{R}^{2}$ given by

$$
R_{\theta} \cdot x=R_{\theta} x, \quad x \in \mathbb{R}^{2}, R_{\theta} \in \mathbf{S O}(2)
$$

For $x \in \mathbb{R}^{2}$ fixed, if $r=\sqrt{x^{\top} x}=\|x\|_{2}$, the orbit $O(x)$ is obtained by rotating $x$ by an angle $\theta$, so it is the circle of center $(0,0)$ and radius $r$.

This action is not transitive. The point $x$ is rotated to the point $y$ only if $x$ and $y$ lie on the same circle $\left(\|x\|_{2}=\right.$ $\left.\|y\|_{2}\right)$.

Example 1.28. Consider the action of the rotation group $\mathbf{S O}(3)$ on $\mathbb{R}^{3}$ given by

$$
R \cdot x=R x, \quad x \in \mathbb{R}^{3}, R \in \mathbf{S O}(3)
$$

For $x \in \mathbb{R}^{3}$ fixed, if $r=\sqrt{x^{\top} x}=\|x\|_{2}$, the orbit $O(x)$ is obtained by rotating $x$ using the rotation $R$. so it is the sphere of center $(0,0,0)$ and radius $r$.

This action is not transitive. The point $x$ is rotated to the point $y$ only if $x$ and $y$ lie on the same sphere. $\left(\|x\|_{2}=\right.$ $\left.\|y\|_{2}\right)$.

But this action is transitive on the orbits. Given any two distinct points $x$ and $y$ on the same sphere, there is a rotation sending $x$ to $y$ (of axis orthogonal to a plane through $(0,0,0), x, y)$.

For any point $x \in \mathbb{R}^{3}, x \neq(0,0,0)$, the stabilizer of $x$,

$$
G_{x}=\{Q \in \mathbf{S O}(3) \mid Q x=x\}
$$

consists of all the rotations whose axis is the line spanned by the vector $x$. This is a group isomorphic to $\mathbf{S O}(2)$.

The orbit space, $X / G$, is obtained from $X$ by an identification (or merging) process: For every orbit, all points in that orbit are merged into a single point.

For example, if $X=S^{2}$ and $G$ is the group consisting of the restrictions of the two linear maps $I$ and $-I$ of $\mathbb{R}^{3}$ to $S^{2}$ (where $\left.(-I)(x)=-x\right)$, then

$$
X / G=S^{2} /\{I,-I\} \cong \mathbb{R P}^{2} .
$$

More generally, if $S^{n}$ is the $n$-sphere in $\mathbb{R}^{n+1}$, then we have a bijection between the orbit space $S^{n} /\{I,-I\}$ and $\mathbb{R P}^{n}$ :

$$
S^{n} /\{I,-I\} \cong \mathbb{R P}^{n}
$$

Many manifolds can be obtained in this fashion, including the torus, the Klein bottle, the Möbius band, etc.

Since the action of $G$ is transitive on $O(x)$, by Proposition 1.3, we see that for every $x \in X$, we have a bijection

$$
O(x) \cong G / G_{x}
$$

As a corollary, if both $X$ and $G$ are finite, for any set $A \subseteq X$ of representatives from every orbit, we have the orbit formula:

$$
|X|=\sum_{a \in A}\left[G: G_{a}\right]=\sum_{a \in A}|G| /\left|G_{a}\right|
$$

Let us now determine some stabilizers for the actions of Examples Examples 1.18-1.26 and for more examples of homogeneous spaces.
(a) Consider the action

$$
\because \mathbf{S O}(n) \times S^{n-1} \rightarrow S^{n-1}
$$

of $\mathbf{S O}(n)$ on the sphere $S^{n-1}(n \geq 1)$ defined in Example 1.18. Since this action is transitive, we can determine the stabilizer of any convenient element of $S^{n-1}$, say $e_{1}=(1,0, \ldots, 0)$.

In order for any $R \in \mathbf{S O}(n)$ to leave $e_{1}$ fixed, the first column of $R$ must be $e_{1}$, so $R$ is an orthogonal matrix of the form

$$
R=\left(\begin{array}{cc}
1 & U \\
0 & S
\end{array}\right), \quad \text { with } \quad \operatorname{det}(S)=1
$$

As the rows of $R$ must be unit vector, we see that $U=0$ and $S \in \mathbf{S O}(n-1)$.

Therefore, the stabilizer of $e_{1}$ is isomorphic to $\mathbf{S O}(n-1)$, and we deduce the bijection

$$
\mathbf{S O}(n) / \mathbf{S O}(n-1) \cong S^{n-1}
$$

(3) Strictly speaking, $\mathbf{S O}(n-1)$ is not a subgroup of $\mathbf{S O}(n)$ and in all rigor, we should consider the subgroup, $\widetilde{\mathbf{S O}}(n-1)$, of $\mathbf{S O}(n)$ consisting of all matrices of the form

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & Q
\end{array}\right), \text { with } \quad \operatorname{det}(Q)=1
$$

and write

$$
\mathbf{S O}(n) / \widetilde{\mathbf{S O}}(n-1) \cong S^{n-1}
$$

However, it is common practice to identify $\mathbf{S O}(n-1)$ with $\widetilde{\mathbf{S O}}(n-1)$.

When $n=2$, as $\mathbf{S O}(1)=\{1\}$, we find that $\mathbf{S O}(2) \cong S^{1}$, a circle, a fact that we already knew.

When $n=3$, we find that $\mathbf{S O}(3) / \mathbf{S O}(2) \cong S^{2}$.
This says that $\mathbf{S O}(3)$ is somehow the result of gluing circles to the surface of a sphere (in $\mathbb{R}^{3}$ ), in such a way that these circles do not intersect. This is hard to visualize!
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(b) We saw in Example 1.20 that the action

$$
\because \mathbf{S L}(2, \mathbb{R}) \times H \rightarrow H
$$

of the group $\mathbf{S L}(2, \mathbb{R})$ on the upper half plane is transitive. Let us find out what the stabilizer of $z=i$ is.

We should have

$$
\frac{a i+b}{c i+d}=i,
$$

that is, $a i+b=-c+d i$, i.e.,

$$
(d-a) i=b+c .
$$

Since $a, b, c, d$ are real, we must have $d=a$ and $b=-c$. Moreover, $a d-b c=1$, so we get $a^{2}+b^{2}=1$.

We conclude that a matrix in $\mathbf{S L}(2, \mathbb{R})$ fixes $i$ iff it is of the form

$$
\left(\begin{array}{cc}
a & -b \\
b & a
\end{array}\right), \quad \text { with } \quad a^{2}+b^{2}=1
$$

Clearly, these are the rotation matrices in $\mathbf{S O}(2)$ and so, the stabilizer of $i$ is $\mathbf{S O}(2)$. We conclude that

$$
\mathbf{S L}(2, \mathbb{R}) / \mathbf{S O}(2) \cong H
$$

This time, we can view $\mathbf{S L}(2, \mathbb{R})$ as the result of gluing circles to the upper half plane. This is not so easy to visualize.

There is a better way to visualize the topology of $\mathbf{S L}(2, \mathbb{R})$ by making it act on the open disk, $D$. We will return to this action in a little while.
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(c) In Example 1.24, we considered the action

$$
\because \mathbf{G L}(n) \times \mathbf{S P D}(n) \rightarrow \mathbf{S P D}(n)
$$

of $\mathbf{G L}(n)$ on $\mathbf{S P D}(n)$, the set of symmetric positive definite matrices.

As this action is transitive, let us find the stabilizer of $I$. For any $A \in \mathbf{G L}(n)$, the matrix $A$ stabilizes $I$ iff

$$
A I A^{\top}=A A^{\top}=I .
$$

Therefore, the stabilizer of $I$ is $\mathbf{O}(n)$ and we find that

$$
\mathbf{G L}(n) / \mathbf{O}(n)=\mathbf{S P D}(n) .
$$

Observe that if $\mathbf{G} \mathbf{L}^{+}(n)$ denotes the subgroup of $\mathbf{G L}(n)$ consisting of all matrices with a strictly positive determinant, then we have an action

$$
\cdot: \mathbf{G L}^{+}(n) \times \mathbf{S P D}(n) \rightarrow \mathbf{S P D}(n)
$$

This action is transitive and we find that the stabilizer of $I$ is $\mathbf{S O}(n)$; consequently, we get

$$
\mathbf{G} \mathbf{L}^{+}(n) / \mathbf{S O}(n)=\mathbf{S P D}(n)
$$
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(d) In Example 1.25, we considered the action
$\because \mathbf{S O}(n+1) \times \mathbb{R P}^{n} \rightarrow \mathbb{R P}^{n}$
of $\mathbf{S O}(n+1)$ on the (real) projective space, $\mathbb{R}^{n}$. As this action is transitive, let us find the stabilizer of the line, $L=\left[e_{1}\right]$, where $e_{1}=(1,0, \ldots, 0)$.

We find that the stabilizer of $L=\left[e_{1}\right]$ is isomorphic to the group $\mathbf{O}(n)$ and so,

$$
\mathbf{S O}(n+1) / \mathbf{O}(n) \cong \mathbb{R} \mathbb{P}^{n}
$$

(3) Strictly speaking, $\mathbf{O}(n)$ is not a subgroup of $\mathbf{S O}(n+1)$, so the above equation does not make sense. We should write

$$
\mathbf{S O}(n+1) / \widetilde{\mathbf{O}}(n) \cong \mathbb{R P}^{n},
$$

where $\widetilde{\mathbf{O}}(n)$ is the subgroup of $\mathbf{S O}(n+1)$ consisting of all matrices of the form
$\left(\begin{array}{cc}\alpha & 0 \\ 0 & Q\end{array}\right), \quad$ with $\quad Q \in \mathbf{O}(n), \alpha= \pm 1, \quad \operatorname{det}(Q)=\alpha$.

However, the common practice is to write $\mathbf{O}(n)$ instead of $\widetilde{\mathbf{O}}(n)$. phic spaces. This is shown using the quaternions, for example, see Gallier [8], Chapter 8.

A similar argument applies to the action
$\because \mathbf{S U}(n+1) \times \mathbb{C P}^{n} \rightarrow \mathbb{C P}^{n}$
of $\mathbf{S U}(n+1)$ on the (complex) projective space, $\mathbb{C P}^{n}$. We find that

$$
\mathbf{S U}(n+1) / \mathbf{U}(n) \cong \mathbb{C P}^{n} .
$$

Again, the above is a bit sloppy as $\mathbf{U}(n)$ is not a subgroup of $\mathbf{S U}(n+1)$. To be rigorous, we should use the subgroup, $\widetilde{\mathbf{U}}(n)$, consisting of all matrices of the form

$$
\left(\begin{array}{cc}
\alpha & 0 \\
0 & U
\end{array}\right), \quad \text { with } \quad U \in \mathbf{U}(n), \quad|\alpha|=1, \quad \operatorname{det}(U)=\bar{\alpha}
$$

The common practice is to write $\mathbf{U}(n)$ instead of $\widetilde{\mathbf{U}}(n)$.
In particular, when $n=1$, we find that

$$
\mathbf{S U}(2) / \mathbf{U}(1) \cong \mathbb{C P}^{1}
$$

But, we know that $\mathbf{S U}(2) \cong S^{3}$ and, clearly, $\mathbf{U}(1) \cong S^{1}$.
So, again, we find that $S^{3} / S^{1} \cong \mathbb{C P}^{1}$ (but we know, more, namely, $S^{3} / S^{1} \cong S^{2} \cong \mathbb{C P}{ }^{1}$.) $\mathbf{S L}(2, \mathbb{R})$. Instead of having $\mathbf{S L}(2, \mathbb{R})$ act on the upper half plane we define an action of $\mathbf{S L}(2, \mathbb{R})$ on the open unit disk, $D$.

Technically, it is easier to consider the group, $\mathbf{S U}(1,1)$, which is isomorphic to $\mathbf{S L}(2, \mathbb{R})$, and to make $\mathbf{S U}(1,1)$ act on $D$.

The group $\mathbf{S U}(1,1)$ is the group of $2 \times 2$ complex matrices of the form

$$
\left(\begin{array}{ll}
a & b \\
\bar{b} & \bar{a}
\end{array}\right), \quad \text { with } \quad a \bar{a}-b \bar{b}=1 .
$$

The reader should check that if we let

$$
g=\left(\begin{array}{cc}
1 & -i \\
1 & i
\end{array}\right)
$$

then the map from $\mathbf{S L}(2, \mathbb{R})$ to $\mathbf{S U}(1,1)$ given by

$$
A \mapsto g A g^{-1}
$$

is an isomorphism.

Observe that the Möbius transformation associated with $g$ is

$$
z \mapsto \frac{z-i}{z+i}
$$

which is the holomorphic isomorphism mapping $H$ to $D$ mentionned earlier!

Now, we can define a bijection between $\mathbf{S U}(1,1)$ and $S^{1} \times D$ given by

$$
\left(\begin{array}{ll}
a & b \\
\bar{b} & \bar{a}
\end{array}\right) \mapsto(a /|a|, b / a)
$$

We conclude that $\mathbf{S L}(2, \mathbb{R}) \cong \mathbf{S U}(1,1)$ is topologically an open solid torus (i.e., with the surface of the torus removed).

It is possible to further classify the elements of $\mathbf{S L}(2, \mathbb{R})$ into three categories and to have geometric interpretations of these as certain regions of the torus.

For details, the reader should consult Carter, Segal and Macdonald [2] or Duistermatt and Kolk [6] (Chapter 1, Section 1.2).

The group $\mathbf{S U}(1,1)$ acts on $D$ by interpreting any matrix in $\mathbf{S U}(1,1)$ as a Möbius tranformation, i.e.,

$$
\left(\begin{array}{cc}
a & b \\
\bar{b} & \bar{a}
\end{array}\right) \mapsto\left(z \mapsto \frac{a z+b}{\bar{b} z+\bar{a}}\right) .
$$

The reader should check that these transformations preserve $D$.

Both the upper half-plane and the open disk are models of Lobachevsky's non-Euclidean geometry (where the parallel postulate fails).

They are also models of hyperbolic spaces (Riemannian manifolds with constant negative curvature, see Gallot, Hulin and Lafontaine [10], Chapter III).

According to Dubrovin, Fomenko, and Novikov [5] (Chapter 2, Section 13.2), the open disk model is due to Poincaré and the upper half-plane model to Klein, although Poincaré was the first to realize that the upper half-plane is a hyperbolic space.

### 1.4 The Grassmann and Stiefel Manifolds

We now consider a generalization of projective spaces (real and complex). First, consider the real case.

Definition 1.15. Given any $n \geq 1$, for any $k$ with $0 \leq k \leq n$, the set $G(k, n)$ of all linear $k$-dimensional subspaces of $\mathbb{R}^{n}$ (also called $k$-planes) is called a Grassmannian (or Grassmann manifold).

Any $k$-dimensional subspace, $U$, of $\mathbb{R}$ is spanned by $k$ linearly independent vectors, $u_{1}, \ldots, u_{k}$, in $\mathbb{R}^{n}$; write $U=$ $\operatorname{span}\left(u_{1}, \ldots, u_{k}\right)$.

We can define an action,

$$
\therefore \mathbf{O}(n) \times G(k, n) \rightarrow G(k, n)
$$

as follows: For any $R \in \mathbf{O}(n)$, for any
$U=\operatorname{span}\left(u_{1}, \ldots, u_{k}\right)$, let

$$
R \cdot U=\operatorname{span}\left(R u_{1}, \ldots, R u_{k}\right)
$$

We have to check that the above is well defined but this is not hard.

It is also easy to see that this action is transitive.

Thus, it is enough to find the stabilizer of any $k$-plane.
We can show that the stabilizer of $U$ is isomorphic to $\mathbf{O}(k) \times \mathbf{O}(n-k)$ and we find that

$$
\mathbf{O}(n) /(\mathbf{O}(k) \times \mathbf{O}(n-k)) \cong G(k, n) .
$$

It turns out that this makes $G(k, n)$ into a smooth manifold of dimension $k(n-k)$ called a Grassmannian.

The restriction of the action of $\mathbf{O}(n)$ on $G(k, n)$ to $\mathbf{S O}(n)$ yields an action

$$
\because \mathbf{S O}(n) \times G(k, n) \rightarrow G(k, n)
$$

of $\mathbf{S O}(n)$ on $G(k, n)$.

Then, it is easy to see that the stabilizer of the subspace $U$ is isomorphic to the subgroup $S(\mathbf{O}(k) \times \mathbf{O}(n-k))$ of $\mathbf{S O}(n)$ consisting of the rotations of the form

$$
R=\left(\begin{array}{cc}
S & 0 \\
0 & T
\end{array}\right)
$$

with $S \in \mathbf{O}(k), T \in \mathbf{O}(n-k)$ and $\operatorname{det}(S) \operatorname{det}(T)=1$.

Thus, we also have

$$
\mathbf{S O}(n) / S(\mathbf{O}(k) \times \mathbf{O}(n-k)) \cong G(k, n)
$$

If we recall the projection $p r: \mathbb{R}^{n+1}-\{0\} \rightarrow \mathbb{R} \mathbb{P}^{n}$, by definition, a $k$-plane in $\mathbb{R} \mathbb{P}^{n}$ is the image under pr of any $(k+1)$-plane in $\mathbb{R}^{n+1}$.

So, for example, a line in $\mathbb{R} \mathbb{P}^{n}$ is the image of a 2-plane in $\mathbb{R}^{n+1}$, and a hyperplane in $\mathbb{R} \mathbb{P}^{n}$ is the image of a hyperplane in $\mathbb{R}^{n+1}$.

The advantage of this point of view is that the $k$-planes in $\mathbb{R} \mathbb{P}^{n}$ are arbitrary, i.e., they do not have to go through "the origin" (which does not make sense, anyway!).

Then, we see that we can interpret the Grassmannian $G(k+1, n+1)$ as a space of "parameters" for the $k$ planes in $\mathbb{R P}^{n}$. For example, $G(2, n+1)$ parametrizes the lines in $\mathbb{R P}^{n}$.

In this viewpoint, $G(k+1, n+1)$ is usually denoted $\mathbb{G}(k, n)$.

It can be proved (using some exterior algebra) that $G(k, n)$ can be embedded in $\mathbb{R} \mathbb{P}^{\binom{n}{k}-1}$.

Much more is true. For example, $G(k, n)$ is a projective variety, which means that it can be defined as a subset of $\mathbb{R} \mathbb{P}^{\binom{n}{k}-1}$ equal to the zero locus of a set of homogeneous equations.

There is even a set of quadratic equations, known as the Plücker equations, defining $G(k, n)$.

In particular, when $n=4$ and $k=2$, we have $G(2,4) \subseteq$ $\mathbb{R P}^{5}$, and $G(2,4)$ is defined by a single equation of degree 2.

The Grassmannian $G(2,4)=\mathbb{G}(1,3)$ is known as the Klein quadric. This hypersurface in $\mathbb{R P}^{5}$ parametrizes the lines in $\mathbb{R P}^{3}$. It play an important role in computer vision.

Complex Grassmannians are defined in a similar way, by replacing $\mathbb{R}$ by $\mathbb{C}$ throughout.

The complex Grassmannian, $G_{\mathbb{C}}(k, n)$, is a complex manifold as well as a real manifold and we have

$$
\mathbf{U}(n) /(\mathbf{U}(k) \times \mathbf{U}(n-k)) \cong G_{\mathbb{C}}(k, n)
$$

As in the case of the real Grassmannians, the action of $\mathbf{U}(n)$ on $G_{\mathbb{C}}(k, n)$ yields an action of $\mathbf{S U}(n)$ on $G_{\mathbb{C}}(k, n)$, and we get

$$
\mathbf{S U}(n) / S(\mathbf{U}(k) \times \mathbf{U}(n-k)) \cong G_{\mathbb{C}}(k, n)
$$

where $S(\mathbf{U}(k) \times \mathbf{U}(n-k))$ is the subgroup of $\mathbf{S U}(n)$ consisting of all matrices $R \in \mathbf{S U}(n)$ of the form

$$
R=\left(\begin{array}{cc}
S & 0 \\
0 & T
\end{array}\right)
$$

with $S \in \mathbf{U}(k), T \in \mathbf{U}(n-k)$ and $\operatorname{det}(S) \operatorname{det}(T)=1$.

Closely related to Grassmannians are the Stiefel manifolds.

We begin with the real case.

Definition 1.16. For any $n \geq 1$ and any $k$ with $1 \leq$ $k \leq n$, the set $S(k, n)$ of all orthonormal $k$-frames, that is, of $k$-tuples of orthonormal vectors $\left(u_{1}, \ldots, u_{k}\right)$ with $u_{i} \in \mathbb{R}^{n}$, is called a Stiefel manifold.

Obviously, $S(1, n)=S^{n-1}$ and $S(n, n)=\mathbf{O}(n)$, so assume $k \leq n-1$.

There is a natural action

$$
\therefore \mathbf{S O}(n) \times S(k, n) \rightarrow S(k, n)
$$

of $\mathbf{S O}(n)$ on $S(k, n)$ given by

$$
R \cdot\left(u_{1}, \ldots, u_{k}\right)=\left(R u_{1}, \ldots, R u_{k}\right)
$$

This action is transitive.

Let us find the stabilizer of the orthonormal $k$-frame $\left(e_{1}, \ldots, e_{k}\right)$ consisting of the first canonical $k$-basis vectors of $\mathbb{R}^{n}$.

A matrix $R \in \mathbf{S O}(n)$ stabilizes $\left(e_{1}, \ldots, e_{k}\right)$ iff it is of the form

$$
R=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & S
\end{array}\right)
$$

where $S \in \mathbf{S O}(n-k)$.
Therefore,
$\mathbf{S O}(n) / \mathbf{S O}(n-k) \cong S(k, n)$.
This makes $S(k, n)$ a smooth manifold of dimension

$$
n k-\frac{k(k+1)}{2}=k(n-k)+\frac{k(k-1)}{2} .
$$

Complex Stiefel manifolds are defined in a similar way by replacing $\mathbb{R}$ by $\mathbb{C}$ and $\mathbf{O}(n)$ by $\mathbf{U}(n)$.

For $1 \leq k \leq n-1$, the complex Stiefel manifold $S_{\mathbb{C}}(k, n)$ is isomorphic to the quotient

$$
\mathbf{S U}(n) / \mathbf{S U}(n-k) \cong S_{\mathbb{C}}(k, n)
$$

If $k=1$, we have $S_{\mathbb{C}}(1, n)=S^{2 n-1}$, and if $k=n$, we have $S_{\mathbb{C}}(n, n)=\mathbf{U}(n)$.

The Grassmannians can also be viewed as quotient spaces of the Stiefel manifolds.

Every $k$-frame $\left(u_{1}, \ldots, u_{k}\right)$ can be represented by an $n \times k$ matrix $Y$ over the canonical basis of $\mathbb{R}^{n}$, and such a matrix $Y$ satisfies the equation

$$
Y^{\top} Y=I
$$

We have a right action

$$
\cdot: S(k, n) \times \mathbf{O}(k) \rightarrow S(k, n)
$$

given by

$$
Y \cdot R=Y R
$$

for any $R \in \mathbf{O}(k)$.

However, this action is not transitive (unless $k=1$ ), but the orbit space $S(k, n) / \mathbf{O}(k)$ is isomorphic to the Grassmannian $G(k, n)$, so we can write

$$
G(k, n) \cong S(k, n) / \mathbf{O}(k)
$$

Similarly, the complex Grassmannian is isomorphic to the orbit space $S_{\mathbb{C}}(k, n) / \mathbf{U}(k)$ :

$$
G_{\mathbb{C}}(k, n) \cong S_{\mathbb{C}}(k, n) / \mathbf{U}(k)
$$

### 1.5 Topological Groups

Since Lie groups are topological groups (and manifolds), it is useful to gather a few basic facts about topological groups.

Definition 1.17. A set, $G$, is a topological group iff
(a) $G$ is a Hausdorff topological space;
(b) $G$ is a group (with identity 1 );
(c) Multiplication, $\cdot: G \times G \rightarrow G$, and the inverse operation, $G \longrightarrow G: g \mapsto g^{-1}$, are continuous, where $G \times G$ has the product topology.

It is easy to see that the two requirements of condition (c) are equivalent to
$\left(\mathrm{c}^{\prime}\right)$ The $\operatorname{map} G \times G \longrightarrow G:(g, h) \mapsto g h^{-1}$ is continuous.

Given a topological group $G$, for every $a \in G$ we define left translation as the map, $L_{a}: G \rightarrow G$, such that $L_{a}(b)=a b$, for all $b \in G$, and right translation as the map, $R_{a}: G \rightarrow G$, such that $R_{a}(b)=b a$, for all $b \in G$.

Observe that $L_{a^{-1}}$ is the inverse of $L_{a}$ and similarly, $R_{a^{-1}}$ is the inverse of $R_{a}$. As multiplication is continuous, we see that $L_{a}$ and $R_{a}$ are continuous.

Moreover, since they have a continuous inverse, they are homeomorphisms.

As a consequence, if $U$ is an open subset of $G$, then so is $g U=L_{g}(U)$ (resp. $U g=R_{g} U$ ), for all $g \in G$.

Therefore, the topology of a topological group (i.e., its family of open sets) is determined by the knowledge of the open subsets containing the identity, 1.

Given any subset, $S \subseteq G$, let $S^{-1}=\left\{s^{-1} \mid s \in S\right\}$; let $S^{0}=\{1\}$ and $S^{n+1}=S^{n} S$, for all $n \geq 0$.

Property (c) of Definition 1.17 has the following useful consequences:

Proposition 1.4. If $G$ is a topological group and $U$ is any open subset containing 1, then there is some open subset, $V \subseteq U$, with $1 \in V$, so that $V=V^{-1}$ and $V^{2} \subseteq U$. Furthermore, $\bar{V} \subseteq U$.

A subset, $U$, containing 1 such that $U=U^{-1}$, is called symmetric.

Using Proposition 1.4, we can give a very convenient characterization of the Hausdorff separation property in a topological group.

Proposition 1.5. If $G$ is a topological group, then the following properties are equivalent:
(1) $G$ is Hausdorff;
(2) The set $\{1\}$ is closed;
(3) The set $\{g\}$ is closed, for every $g \in G$.

If $H$ is a subgroup of $G$ (not necessarily normal), we can form the set of left cosets, $G / H$ and we have the projection, $p: G \rightarrow G / H$, where $p(g)=g H=\bar{g}$.

If $G$ is a topological group, then $G / H$ can be given the quotient topology, where a subset $U \subseteq G / H$ is open iff $p^{-1}(U)$ is open in $G$.

With this topology, $p$ is continuous.
The trouble is that $G / H$ is not necessarily Hausdorff. However, we can neatly characterize when this happens.

Proposition 1.6. If $G$ is a topological group and $H$ is a subgroup of $G$ then the following properties hold:
(1) The map $p: G \rightarrow G / H$ is an open map, which means that $p(V)$ is open in $G / H$ whenever $V$ is open in $G$.
(2) The space $G / H$ is Hausdorff iff $H$ is closed in $G$.
(3) If $H$ is open, then $H$ is closed and $G / H$ has the discrete topology (every subset is open).
(4) The subgroup $H$ is open iff $1 \in \stackrel{\circ}{H}$ (i.e., there is some open subset, $U$, so that
$1 \in U \subseteq H)$.

Proposition 1.7. If $G$ is a connected topological group, then $G$ is generated by any symmetric neighborhood, V, of 1. In fact,

$$
G=\bigcup_{n \geq 1} V^{n}
$$

A subgroup, $H$, of a topological group $G$ is discrete iff the induced topology on $H$ is discrete, i.e., for every $h \in H$, there is some open subset, $U$, of $G$ so that $U \cap H=\{h\}$.

Proposition 1.8. If $G$ is a topological group and $H$ is discrete subgroup of $G$, then $H$ is closed.

Proposition 1.9. If $G$ is a topological group and $H$ is any subgroup of $G$, then the closure, $\bar{H}$, of $H$ is a subgroup of $G$.

Proposition 1.10. Let $G$ be a topological group and $H$ be any subgroup of $G$. If $H$ and $G / H$ are connected, then $G$ is connected.

Proposition 1.11. Let $G$ be a topological group and let $V$ be any connected symmetric open subset containing 1. Then, if $G_{0}$ is the connected component of the identity, we have

$$
G_{0}=\bigcup_{n \geq 1} V^{n}
$$

and $G_{0}$ is a normal subgroup of $G$. Moreover, the group $G / G_{0}$ is discrete.

A topological space, $X$ is locally compact iff for every point $p \in X$, there is a compact neighborhood, $C$ of $p$, i.e., there is a compact, $C$, and an open, $U$, with $p \in U \subseteq C$.

For example, manifolds are locally compact.

Proposition 1.12. Let $G$ be a topological group and assume that $G$ is connected and locally compact. Then, $G$ is countable at infinity, which means that $G$ is the union of a countable family of compact subsets. In fact, if $V$ is any symmetric compact neighborhood of 1, then

$$
G=\bigcup_{n \geq 1} V^{n}
$$

Definition 1.18. Let $G$ be a topological group and let $X$ be a topological space. An action $\varphi: G \times X \rightarrow X$ is continuous (and $G$ acts continuously on $X$ ) if the map $\varphi$ is continuous.

If an action $\varphi: G \times X \rightarrow X$ is continuous, then each map $\varphi_{g}: X \rightarrow X$ is a homeomorphism of $X$ (recall that $\varphi_{g}(x)=g \cdot x$, for all $\left.x \in X\right)$.

Under some mild assumptions on $G$ and $X$, the quotient space $G / G_{x}$ is homeomorphic to $X$. For example, this happens if $X$ is a Baire space.

Recall that a Baire space $X$ is a topological space with the property that if $\{F\}_{i \geq 1}$ is any countable family of closed sets $F_{i}$ such that each $F_{i}$ has empty interior, then $\bigcup_{i \geq 1} F_{i}$ also has empty interior.

By complementation, this is equivalent to the fact that for every countable family of open sets $U_{i}$ such that each $U_{i}$ is dense in $X$ (i.e., $\bar{U}_{i}=X$ ), then $\bigcap_{i \geq 1} U_{i}$ is also dense in $X$.

Remark: A subset $A \subseteq X$ is rare if its closure $\bar{A}$ has empty interior. A subset $Y \subseteq X$ is meager if it is a countable union of rare sets.

Then, it is immediately verified that a space $X$ is a Baire space iff every nonempty open subset of $X$ is not meager.

The following theorem shows that there are plenty of Baire spaces:

Theorem 1.13. (Baire) (1) Every locally compact topological space is a Baire space.
(2) Every complete metric space is a Baire space.

Theorem 1.14. Let $G$ be a topological group which is locally compact and countable at infinity, X a Hausdorff topological space which is a Baire space, and assume that $G$ acts transitively and continuously on $X$. Then, for any $x \in X$, the $\operatorname{map} \varphi: G / G_{x} \rightarrow X$ is a homeomorphism.

By Theorem 1.13, we get the following important corollary:

Theorem 1.15. Let $G$ be a topological group which is locally compact and countable at infinity, $X$ a locally compact Hausdorff topological space and assume that $G$ acts transitively and continuously on $X$. Then, for any $x \in X$, the map $\varphi: G / G_{x} \rightarrow X$ is a homeomorphism.

Remark: If a topological group acts continuously and transitively on a Hausdorff topological space, then for every $x \in X$, the stabilizer, $G_{x}$, is a closed subgroup of $G$.

This is because, as the action is continuous, the projection $\pi: G \longrightarrow X: g \mapsto g \cdot x$ is continuous, and $G_{x}=\pi^{-1}(\{x\})$, with $\{x\}$ closed.

